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GUEST EDITORIAL

SMEOS 2009 (SENSORS, MEMS AND ELECTRO-OPTIC SYSTEMS)

This special issue of the SAIEE Africa Research Journal is devoted to selected papers from the SMEOS 2009 (Sensors, MEMS and Electro-Optic Systems) Conference which was held in Skukuza, South Africa from 6 to 9 September 2009. The aim of SMEOS 2009 was to establish a forum for academia, research institutions and industry working in the field of sensors, MEMS and electro-optical systems, to share their relevant research and development ideas. Each paper presented at the conference was double-blind reviewed by at least two reviewers. Reviewers could recommend a reviewed paper to the technical chair for publication in this special issue, and a total of eight papers eventually passed this review process.

Four of the papers discuss the integration of additional functionality into existing CMOS processing. One paper addresses the issue of integrating MEMS devices onto a chip, and the other three investigate optical devices in the CMOS technology.

In the paper by Walton et al, “Silicon+ - Post processing CMOS wafers to create integrated sensors, MEMS and electro-optic systems”, the trend in recent years for many CMOS companies to diversify into new device types and associated novel application areas, is discussed. This paper examines many of the issues associated with integrating CMOS foundry and custom IC wafers with both new materials and technologies such as MEMS sensors and actuators.

The paper by Bogalecki and du Plessis, “Design and manufacture of quantum-confined Si light sources”, investigates the characteristics of quantum confined nanometre-scale SOI light sources in silicon technology. The realisation of effective light sources in silicon has been described as the “holy grail” of the silicon technology, and some advances towards this goal are described. The paper by Ellinghaus et al, “A fully CMOS optical transmission system based on light emitting avalanche diodes”, illustrates the practical feasibility of a fully CMOS optical link, where an array of CMOS avalanche light emitting diodes is modulated with frequencies of up to 100MHz.

Two papers investigate optical detector materials. Odendaal et al in “Surface passivation applicable to InAsSb/GaSb photodiodes for infrared detection” investigate the influence of various anodisation solutions on the surface passivation of InAsSb/GaSb photodiodes for infrared detection, while Talla et al in “ZnO grown by Metal Organic Chemical Vapor Deposition: Effect of substrate on optical and structural properties”, compare the influence of various substrates on the optical, structural and morphological properties of MOCVD deposited ZnO thin films in the UV and visible spectral range.

Two papers describe MEMS applications. In the first, “Characterisation of adaptive fluidic silicone-membrane lenses”, Schneider et al present an alternative novel low cost adaptive fluidic silicone-membrane lens with an integrated piezo-actuator to alleviate the problem of laborious and costly exact mechanical positioning in autofocus systems based on the distance variation in lens systems. The paper “3D ultra-fast manufactured micro coils on polymer or metal cores” by Wallrabe et al presents high aspect ratio 3D solenoidal microcoils manufactured in a serial but ultra-fast and fully MEMS compatible winding procedure, using an automatic wirebonder. The applications of these coils include semi-integrated inductors for electronics, energy harvesting purposes, sensors and actuators.

Prof. Monuko du Plessis
Guest Editor
SILICON+ - POST PROCESSING CMOS WAFERS TO CREATE INTEGRATED SENSORS, MEMS AND ELECTRO-OPTIC SYSTEMS


Abstract: Silicon based integrated circuit technology has shown astonishing progress scaling to smaller geometries as the industry follows Moore’s predictions. However, in recent years the cost associated with staying at the leading edge of silicon IC technology has resulted in many companies being either unable, or unwilling, to afford the investment required. As a consequence some have decided to use foundry technology and/or diversify into new device types and associated novel application areas. All of these diverse Silicon+ technologies have one particular feature in common, namely they all use silicon as a platform for system integration with the added value being the innovation associated with post-processing and/or technology integration, which in many cases is realised on standard foundry technology. This paper examines many of the issues associated with integrating foundry and custom IC wafers with both new materials and technologies such as MEMS based sensors and actuators. In particular it examines the various options available for companies considering Silicon+ technology applications and presents examples of successful applications of this approach. Some of these are illustrated below.

Key words: silicon post processing CMOS integrated sensors, MEMS, electro-optic systems

1. INTRODUCTION

As the costs of following the International Technology Roadmap for Semiconductors (ITRS) increase, a higher percentage of IC manufacturing companies are unable to afford the capital investment required to competitively manufacture the next technology node. To help reduce the risks most companies who are still committed to the next node in the roadmap, have joined forces with others to form consortia to reduce R&D costs by sharing the burden. Even with sharing the cost of developing technologies for the next generation of CMOS technology there is still a significant number of firms that are unable to sustain the investment required to follow Moore’s law. These companies clearly have a technology resource they wish to exploit and are increasingly seeking to follow a more diversified business model to protect revenues. Hence, there is an interest in targeting products with additional functionalities deriving from biological, chemical, mechanical, optical, and other domains, to develop enhanced products and move into building systems rather than components. In following this strategy new and larger markets are created for these products, which have been traditionally outside the typical electronics-based portfolio of IC based companies. Some examples of these emerging technologies are detailed in the ITRS Roadmap and are listed below

- MEMS / Microsystems
- Photonics
- Plastics Electronics

The above technologies have one particular feature in common, namely they can be significantly enhanced by employing silicon as a platform for system integration. In this case the added value comes from the innovation associated with post-processing new/novel materials and technologies on CMOS or bipolar technology. In many cases this post-processing will be on standard foundry technologies taking full advantages of the economies of scale available as silicon microelectronics continues its remarkable evolution to smaller and smaller geometries.

Examples of this diversification that are presently being exploited includes smart power (integration of power devices with microelectronics), RF systems (integration of other semiconductor technologies such as SiGe, GaAs and passives with CMOS), microsystems (integration of a wide range of MEMS devices and sensors with CMOS), microdisplays (liquid crystal, light emitting polymers with the driving microelectronics on silicon directly underneath the display technology), bioelectronics (lab on a chip) and silicon photonics (integration of optical components on a silicon platform). All of these Silicon+
technologies have one element in common, namely the use of silicon as a platform for system integration with the added value being the innovation associated with post-processing and/or integration.

The attraction of silicon as a platform technology arises from its dominance as a high performance cost effective technology, which to date is unchallenged. However, it is clear that the scaling of Silicon IC technology cannot continue forever and either the economics associated with the reduction of dimensions or the limits of physics will initially slow and then halt the process. When scaling has run its course and the technology enters a more mature phase the importance of Silicon as a source for innovation and new product developments will increase.

The vision of Silicon in this paper is that it effectively treats the platform silicon integrated circuit (IC) technology as a commodity element of the system, and with much of mainstream CMOS being foundry based, the value added part becomes the bespoke processing and the associated IP. One of the attractions of this approach is that state-of-the-art CMOS technology is readily available without the need for any capital investment, which is a business model which has been very successfully exploited by so called fabless companies. The major appeal of this approach is that as foundry-processes are updated, the technology is immediately accessible making this element of any technology/product development future-proofed without the requirement for any significant capital investment. Hence, the potential exists for Silicon based SMEs and startup companies to readily exploit new technology nodes as they become available.

This paper will examine the options and challenges associated with integrating both foundry and custom IC technology with both new materials and other technologies such as MEMS (sensors and actuators) and present examples of the various options.

2. MEMS/CMOS INTEGRATION

The performance of many sensors and Micro-Electro-Mechanical Systems (MEMS) can profit from being directly integrated with electronics. For example, there are great benefits in connecting pre-amplifiers and signal conditioning close to sensors, providing considerable advantages in performance and cost. Furthermore, if large arrays of sensors and/or actuators are required then backplane silicon electronics becomes essential.

There are a number of options available for integrating MEMS and CMOS integrated circuit technologies. The key requirements are to implement electrical, and in some cases thermal, interconnect between the CMOS and MEMS elements and some of the options that are available are listed below:

(a) The MEMS devices are fabricated on an electronic grade Silicon wafer and then encapsulated in oxide. The standard CMOS process then follows [2].
(b) Foundry wafers with the required electronics are fabricated and the MEMS is then post-processed on top [3, 4]
(c) A completely integrated CMOS and MEMS process is used [5].
(d) Manufacture of MEMS devices using etch release of structures built using material layers available and patterned as part of the CMOS process [21, 22].
(e) MEMS and CMOS technologies (either in wafer or chip form) are individually fabricated and hybridised [6]
(f) Multi-chip modules
(g) Wafer bonding is used to integrate CMOS with MEMS [7, 8]

The first four of these involve fabricating both the microelectronic devices and the MEMS technologies on a single wafer with the remaining ones involving integrating the technologies together after their separate fabrication. All of these approaches involve compromises and so have their individual attractions and limitations [3, 4, 8, 9]. The following sections discuss the above approaches and their pros and cons.

2.1 MEMS processed on wafer before CMOS fabrication

In this format MEMS devices are fabricated in recesses in silicon wafers and effectively buried in oxide or some other suitable material [2] as shown in figure 1. The wafer is then planarised and the CMOS devices fabricated in the exposed silicon next to the device. The advantage of this approach is that the process is fully integrated, but the MEMS devices will experience all the high temperature steps associated with the CMOS process flow, which may cause problems for some structures. While this method of integration appears very attractive, a real practical issue with this technology is that contamination is a potential problem for all IC fabs, which precludes the use of many MEMS materials. Hence, if a MEMS fab is to manufacture the microsystem structures and bury them in oxide or some other material ready for the CMOS fabrication step then the IC foundry must have qualified the MEMS foundry to ensure that there are will be no possibility of contamination.

Another reason why this approach has not been widely adopted may be that the cost of processing the microelectronic circuitry (and also MEMS) is fixed.
regardless of the number of devices on the wafer. Hence, the area occupied by the MEMS device can be considered to have a significant “microelectronics process” cost associated with it, especially if it is large. With the CMOS and MEMS wafer processing costs both effectively fixed, the end result is that MEMS processed on wafers before CMOS fabrication may provide significantly fewer systems than would be the case if the two technologies were fabricated on separate wafers and then assembled in a multi-chip module (see section 2.6) or as a chip on chip (see section 2.5). Obviously, where the benefits of direct integration outweigh the above considerations pre-processed MEMS will be viable but it is clear that there are significant cost penalties associated with using this approach when integrating the latest IC processes with large MEMS devices.

2.2 Foundry wafer post-processed with MEMS

Post-processing foundry CMOS involves procuring standard foundry processed wafers and then adding and patterning extra layers to create the MEMS device on top of the IC technology (see figure 2). The attraction of this approach is that the resulting system can select the most appropriate IC technology, and hence there is no problem procuring state-of-the-art technology should it be required. However, it should be remembered that mask sets for state-of-the-art IC technology are extremely expensive so post-processing integration with advanced processes is really only a feasible option for high volume products unless an existing design can be used as the IC backplane.

There are many other standard IC (and non-standard) materials which can be deposited and patterned. Examples of companies whose commercial products follow this approach are MicroPix, (now 4D - Liquid Crystal alignment and spacer technology for LC microdisplays [12]) and Vision (before being acquired by ST Microelectronics – CMOS imagers with micromachined lenses and colour filters [13]). Another company that has successfully used this approach of post-processing foundry CMOS is Microemissive Displays (MED) with their organic light emitting diode (OLED) microdisplays [14]. Other technologies suited to this implementation include the fabrication of detectors [15] and ElectroWetting On Dielectric (EWOD) [16] devices on silicon IC backplanes. Figure 3 (a) shows an example of an EWOD chip with 25 electrodes for moving liquid droplets while figure 3 (b) shows EWOD electrodes (with a 100μm pitch) integrated with SPADs (Single Photon Avalanche Diodes). Many of the above commercialised application specific technologies that were originally post-processed have matured to the stage where they have now become part of a foundry’s standard offering. Finally, it should be remembered that the post-processing option enables the final fabrication steps to be either undertaken in a custom built process line or in a contract run MEMS facility, which provides opportunities for second sourcing.

2.3 Total integration of MEMS and CMOS processes

This option requires access to an integrated fabrication facility and is really only open to companies and organisations that are more vertically integrated having both CMOS and MEMS technology available (figure 4). The drawback of this approach is that, if there is a need to phase impractical. Possible replacements that have been proposed are germanium and SiGe [10,11] that can be deposited at 400-450°C.

Figure 1. Schematic of MEMS processed on wafers before CMOS fabrication. (a) MEMS devices fabricated and buried in oxide which is then planarised to expose the silicon using CMP. (b) Finished process with metal interconnect between the CMOS and MEMS.

Figure 2. Schematic of foundry wafer post-processed with MEMS.

Figure 3. (a) A 25 electrode CMOS EWOD chip. (b) EWOD chip with integrated SPADs on each electrode.

Figure 4. Schematic of the total integration of MEMS and CMOS processes.
future proof a business by keeping in-house IC technology following the roadmap, then extremely high levels of investments are required. Two examples of companies in a position to take the full integration approach, but who perhaps have not been fully committed to following the roadmap, are Texas Instruments and Analog Devices. Both have significant shares of the MEMS market with TI fabricating their Digital Micro Mirror (DMM) display system† [17] and Analog Devices their accelerometer and gyro products [18,19]. The commercial barriers to entering the market using this approach are significant as it requires a fabrication facility with both CMOS and MEMS capability, which even if the CMOS technology is not state-of-the-art, still requires significant investment. However, it does enable both the MEMS and CMOS to be optimised within the constraints of the process flow employed.

2.4 CMOS process with MEMS etch release/access post-process

In this approach, the CMOS wafer is fabricated in the standard manner with the design already incorporating the layout required by the MEMS device [20]. At the completion of the CMOS process all that is required is a simple etch release step as shown schematically in figure 5. Examples of this include diffraction gratings / light filters using the multilevel fine metal pitch available with the latest processes [21], releasing mechanical structures such as comb-drive resonators, cantilever beam arrays and accelerometers [22,23], copper structures [24] and pH sensors for a pill that is swallowed (figure 6) [25,26]. Reference [3] also gives more examples of the above approach for a number of different technologies.

This method of CMOS foundry technology with MEMS etch release can obviously be used in combination with post-processing extra patterned layers either before or after the etch release step. As with standard post-processing the above approach can take full advantage of the latest IC technology with sub-micron polysilicon and metal structures being available and of course copper and low κ materials.

2.5 Hybridisation

This scheme involves taking separately processed CMOS and MEMS wafers (or chips) and then hybridising or bump bonding them. This is a standard process that is widely used for IC packaging/interconnect and providing processing temperatures < 450°C (the maximum temperature for CMOS ICs) are used hybridisation is very straightforward (see figure 7).

However, for some MEMS devices the materials and or structures will not survive temperatures approaching this maximum. If low temperature bumping is required then there are a number of options that include indium [27] and gold ball bumping [28]. An example utilising indium bumps is the SCUBA-2 sub-millimetre bolometer detector [6] shown in figure 8. This 4x5cm device has 218,000 indium bump bonds providing both thermal and electrical connection between the upper pixel array and the underlying SQUID multiplex device. An example using gold bumping is the creation of micro-inductors [28], images of which are shown in figure 9. Alternatively, eutectic die bonding of CMOS - MEMS technology has been demonstrated by Austria Microsystems to produce a polysilicon based capacitive acceleration sensor bonded onto a CMOS chip containing the sensing electrode and read-out electronics [29].

† Note that while the DMM technology comes from a company that manufactures ICs and can be considered fully integrated the MEMS process is built on top of the electronics and so could be considered as post-processed.
It is possible to attach the MEMS device to the CMOS wafer (or vice versa) and subsequently provide the interconnect between chips with wire bonding (chip on chip). A further hybrid-type approach is to use what could be considered a non-MEMS technology hybridised with a CMOS backplane [30], a method used in proof of concept devices for the post-processed detector technology reported in reference [15].

2.6 Multi-chip Modules

Using multi-chip modules is a standard approach for assembling more than two ICs and other components, e.g. chip capacitors, into an electronic module. Being such a readily available technology this has a low entry barrier and can be used for many applications. A large number of manufacturers, including Bosch, Motorola (Freescale) and SensoNor use this approach with many of their MEMS based systems.

2.7 Wafer bonding of CMOS and MEMS wafers

Fabricating MEMS and CMOS devices on separate wafers enables the optimisation of each technology independently. Hence, there are many potential attractions if the two wafers can be combined together. However, bonding two wafers together, to integrate the two technologies, requires a low temperature (<450°C †) bonding step to prevent any thermal effects or damage to the processed wafers. In addition, some method of electrically connecting the bonded wafer pair and bringing the electrical signals to the top surface also needs to be implemented. The electrical interconnect issue has many solutions that are well documented in 3-D interconnect research such as [31,32]. References [7,8] present details of test structures that have been designed to examine the feasibility of integrating prefabricated MEMS and CMOS devices (see figure 10), using chemical mechanical polishing (CMP) and low temperature wafer bonding. An example of this is shown in figure 11.

† Note: This temperature can be considerably lower depending upon the materials being used.
function of chip size and ratio of CMOS to MEMS chip area. Obviously with chip based hybridisation there is not such an issue as the chips are diced before interconnect and hence there is no need for the chips to be identical sizes.

3. DISCUSSION AND CONCLUSIONS

The exponential increase in IC performance, which has followed Moore’s Law for 40 years, has used the ITRS (International Technology Roadmap for Semiconductors) scaling rules to good effect. This has enabling the IC industry and its customers to plan their businesses effectively, as the roadmap has reliably predicted the rollout and price/performance of the next generation circuit node. With the maturing of silicon IC technology, following the roadmap has become more expensive and the number of active players has reduced. Further shrinking of the component scale is now approaching physical and economic limits, while at the same time microelectronic devices are becoming all pervasive within society and are increasingly being combined with a plethora of other sensing and processing technologies. We face a disruptive discontinuity in that:

- A large percentage of IC companies will not be able to afford to continue following the ITRS roadmap (this has already happened to almost all the UK based manufacturing operations) and the industry will increasingly have to follow a diversified business model to protect revenues.
- Beyond traditional IC electronic processing, the incorporation of additional functionalities deriving from biological, chemical, mechanical, optical or other domains will increasingly be targeted by IC companies to develop enhanced silicon technology, creating new and larger markets beyond the existing electronics-based openings.

This presents CMOS and MEMS technology with new methods of enabling continued growth in the performance of IC technology through the innovative implementation and integration of MEMS, novel materials and technology with silicon ICs.

Exploiting the technological opportunities at the interface between silicon electronics, engineering and the physical and life sciences is obviously crucial to the objective of following the opportunities presented by Silicon+. Developments in this area will, for example, see a transformation in devices such as bioarrays, sensors and medical diagnostics, which integrate state of the art semiconductor technology with surface chemistry and biochemistry and which necessitate interdisciplinary collaboration. In parallel, there is the potential to harness existing technologies and integrate them with new materials and other circuitry. Therefore, with appropriately multi-skilled teams it will be possible to harness the power of photonics, microfluidics, chemical sensing and micro-mechanical functions with the processing power of electronics. This in turn will help create new and exciting opportunities for both research and industry centred on the effective implementation of MEMS related technology using silicon as a high-performance versatile platform technology.

The method of integration selected will be entirely driven by cost and table 1 compares some aspects of the different options. One issue for all the options is the availability of second sourcing which is usually required and this may be more problematic for the fully integrated approach, although large vertically integrated companies usually have more than one manufacturing site.

The post-processing option has many attractions to start-up companies as has been illustrated by companies such as MED, MicroPix and Vision (ST), who have successfully developed microdisplays and CMOS imagers. While it is clear that some options are only available to large IC companies, the post-processing option can clearly be successfully exploited by a wider range of organisations as can the hybridisation related approaches. Both of these approaches have a lower cost of entry and so have attractions.

<table>
<thead>
<tr>
<th>Process</th>
<th>Cost barrier to entry</th>
<th>Wafer scale</th>
<th>Pre-tested dies</th>
<th>Commercial availability</th>
<th>Die assembly</th>
<th>High temp MEMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-CMOS MEMS</td>
<td>Medium/High</td>
<td>Yes</td>
<td>No</td>
<td>Limited</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Integrated</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Post-processed MEMS on</td>
<td>Medium</td>
<td>Yes</td>
<td>No</td>
<td>Some processes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>CMOS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Integrated CMOS and MEMS</td>
<td>High</td>
<td>Yes</td>
<td>No</td>
<td>Extremely limited</td>
<td>No</td>
<td>Possible</td>
</tr>
<tr>
<td>CMOS and MEMS with etch</td>
<td>Medium/Low</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Possible</td>
</tr>
<tr>
<td>release</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hybridisation</td>
<td>Low</td>
<td>Yes</td>
<td>Yes - die/die</td>
<td>Yes (die)</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>No - waferscale</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chip on chip</td>
<td>Low</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Multi-chip Module</td>
<td>Low</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>CMOS/MEMS wafer bonding</td>
<td>Medium</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 1. Comparison of different CMOS / MEMS integration technologies.
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DESIGN AND MANUFACTURE OF QUANTUM-CONFINED SI LIGHT SOURCES
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Abstract: To investigate quantum confinement effects on silicon (Si) light source electroluminescence (EL), nanometre-scale Si finger junctions were manufactured in a fully customized silicon-on-insulator (SOI) production technology. The wafers were manufactured in the cleanroom using an electron-beam pattern generator (EPG). The SOI light source with the highest irradiance emitted about 9 times more optical power around \( \lambda = 850 \) nm than a 0.35 \( \mu \)m bulk-CMOS avalanche light-source operating at the same current. It is shown that the buried oxide (BOX) layer in a SOI process could be used to reflect about 25 % of otherwise lost downward-radiated light back up to increase the external power efficiency of SOI light sources.

Key words: Nanometre-scale SOI, Silicon light source, Quantum confinement, Silicon electroluminescence.

1. INTRODUCTION

1.1. Problem statement

While on-chip silicon (Si) optical transmission, detection and manipulation elements are already practically achievable [1], a suitably efficient on-chip Si light source is not yet available. Although light emission from Si was observed as early as 1955 [1] and its high-speed capability [2] and long-term reliability [3] are established, the major reason for the inherently weak light emission of Si is its indirect band-gap [5]. While alternative light-sources have been proposed [1], most require special manufacturing steps that are not easily implemented in the currently prevailing CMOS manufacturing technology.

The authors have been developing Si light sources since 1992 [5]. Si (electroluminescence) EL improvement research within the INSiAVA¹ project has focussed on promising light source configurations that include inter alia avalanche, punch-through and carrier-injection [6] Si light sources.

1.2. Quantum confinement

EL enhancement factors of up to 30, due to quantum-mechanical confinement in ultra-thin Si compared to bulk devices, have been reported ([7] - [10]). References [7] and [8] reported a strong efficiency improvement in forward-biased SOI LEDs on a buried oxide (BOX) when the thickness of the regions shown in Figure 1 was reduced. The dramatic increase in integrated EL with reduced device layer thickness (Figure 2) was attributed to the suppression of non-radiative recombination.

Figure 1: SOI LED manufactured in [7] and [8].

Figure 2: EL intensity against access layer thickness [8].

The abovementioned SOI light sources are only thin in one dimension (1D), their planar thickness, with device

¹ The Carl and Emily Fuchs Institute for Microelectronics (CEFIM) at the University of Pretoria (UP) in South Africa researches Si EL improvement with financial support from INSiAVA (Pty) Ltd.
manufactured through oxidation [12], but fingers. Nanometre-scale Si wires had already been selectively oxidizing these created the desired thinner Si wires. Manufacturing larger rectangular Si structures and thinner 1D quantum-confine d SOI light sources, the technical objective was to design and manufacture devices that are smaller in two dimensions, i.e. two-dimensional (2D) quantum-confined SOI light sources. With reference to Figure 3, the following finger junction dimensions were targeted:

\[ 5 \text{ nm} \leq t \leq 100 \text{ nm}, \quad (1) \]
\[ 10 \text{ nm} \leq w \leq 100 \text{ nm} \quad \text{and} \]
\[ 200 \text{ nm} \leq l \leq 400 \text{ nm}. \quad (3) \]

\[ \text{Figure 3: Generalized SOI finger junction dimensions.} \]

Manufacturing larger rectangular Si structures and selectively oxidizing these created the desired thinner Si fingers. Nanometre-scale Si wires had already been manufactured through oxidation [12], but \textit{pn}-junctions had, to our knowledge, never been implemented inside such thin Si wires.

### 1.3. Objective

The main purpose of this work was to design and manufacture SOI light sources that would enable the investigation of quantum confinement effects on EL characteristics like external power efficiency and spectral emission in avalanche, punch-through and carrier-injection Si light sources. Instead of just creating planar thin 1D quantum-confined SOI light sources, the technical objective was to design and manufacture devices that are smaller in two dimensions, i.e. two-dimensional (2D) quantum-confined SOI light sources.

### 1.4. Punch-through EL enhancement

Figure 4 shows two heavily doped \textit{p+} end regions spaced a distance \( W_P \) apart by a lower doped \textit{n}-type drift region.

\[ \text{Figure 4: Punch-through variable definitions.} \]

The applied voltage \( V_A \) can be increased to the punch-through voltage \( V_{PT} \) where the expanding reverse bias depletion region reaches the forward-biased depletion region so that \( w_{DB} + w_{DR} = W_P \). At punch-through, the lowered energy barrier of the forward-biased junction injects a larger thermionic hole current that makes more minority carriers in the reverse-bias depletion region available for avalanche multiplication and radiative recombination. Achieving a higher avalanche current at lower terminal voltage also implies that the power efficiency of a punch-through light source is higher than the power efficiency of a single avalanching \textit{pn}-junction.

### 2. PHYSICAL AND OPTICAL SIMULATION

Simulations were useful during the design stage to predict physical and optical properties achievable at the end of the manufacturing process.

#### 2.1. Impurity redistribution during oxidation

The low diffusivity and solubility of arsenic (As) in SiO\(_2\) results in the "snow-shovel" effect that causes As to pile up against the moving SiO\(_2\) boundary during thermal oxidation [13]. Boron (B) with its higher diffusivity and solubility in SiO\(_2\) is absorbed into the SiO\(_2\) during thermal oxidation, therefore decreasing its concentration in the Si [14]. Since the lower B background doping concentration of \( n^+p \) junctions plays a larger role in determining junction characteristics like depletion region width \( W_D \) than the higher As concentration, only the spatial B concentration variation with thermal oxidation was further considered. The SOI B concentration \( C(y,t) \) as a function of distance \( y \) from the BOX-Si interface and oxidation time \( t \) during thermal oxidation can be expressed as [14]

\[
C(y,t) \approx \frac{1}{N_S} \left[ \frac{k - m}{2} \frac{B}{D_B} \left( \frac{1 - m \sqrt{B} t - y}{2\sqrt{D_B t}} \right) + \sqrt{\frac{B}{D_B}} \right] \cdot \left[ 1 - \sqrt{\frac{m \sqrt{B}}{D_B}} \right]
\]

\[ + \left[ \frac{m \sqrt{B}}{D_B} \right] \cdot \left[ k - m \frac{B}{D_B} \left( \frac{1 - m \sqrt{B} t + y}{2\sqrt{D_B t}} \right) + \sqrt{\frac{B}{D_B}} \right]
\]

where:

\[ m \approx 0.44 \] is the ratio of Si removed to SiO\(_2\) thickness grown during oxidation,
\[ B = \text{parabolic SiO}_2 \text{ growth-rate constant}, \]
\[ D_B = \text{B diffusion constant}, \]
\[ l = \text{initial SOI active layer thickness}, \]
\[ k = C_{SiO2}/C_S, \] is the segregation coefficient,
\[ C_{SiO2} = \text{B concentration on the SiO}_2 \text{ side of the Si/SiO}_2 \]
\[ \text{boundary}, \]
\[ C_S = \text{B concentration on the Si side of the same interface.} \]

Figure 5 shows the simulated B concentration decrease from the initial implanted concentration during successive oxidations. Prior knowledge of oxidation steps therefore allowed specifying the initial B implantation dose so that the desired final average finger background B concentration of about \( 10^{17} \text{ cm}^{-2} \) would be achievable. In reality, some B segregation and re-diffusion into the Si also occurs at the BOX interface, but was ignored in the simulation shown in Figure 5.
2.2. Optical radiation simulation

Employing the geometric-optical IME RAYTRACE ray-tracing software enabled the simulation of spatial light radiation characteristics of the Si fingers with varying finger geometries and light source locations.

Figure 6, for example, shows how light generated at the centre of a finger with rounded corners focuses into four lobes (recognizable by higher ray density) emanating from the rounded top surface of the Si finger.

It was inter alia determined that the maximum useful light emission directed away from the chip surface is achieved with a hemispherical round top finger surface to minimize internal reflection beyond the critical interface incidence angle and a flat bottom surface to maximize reflection back to the top surface.

3. DESIGN

3.1. Lithography

As indicated in Table 1, the small geometries and precise pattern alignment of the current work required electron-beam lithography (EBL), but the single beam EBL scan exposure is too slow to write all features across wafers. Hence a photolithographic mask aligner was used for patterning large-area geometries while a JEOL JBX-9300FS EPG was used for defining fine lines accurately.

<table>
<thead>
<tr>
<th>Aspect</th>
<th>Photolithography</th>
<th>EBL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength/spot-size</td>
<td>~300 nm</td>
<td>~2 nm</td>
</tr>
<tr>
<td>Minimum feature size</td>
<td>~0.5 μm</td>
<td>~6 nm</td>
</tr>
<tr>
<td>Alignment accuracy</td>
<td>&gt;1 μm</td>
<td>&gt;6 nm</td>
</tr>
<tr>
<td>Wafer exposure speed</td>
<td>Whole wafer at once</td>
<td>Serial scanning beam</td>
</tr>
<tr>
<td></td>
<td>Fast: Minutes</td>
<td>Very slow: hours</td>
</tr>
</tbody>
</table>

3.2. 2D-confined SOI finger light sources

Figure 7 defines the dimensions of the pre-oxidized avalanche and punch-through SOI finger light sources.

The Si island regions above and below the fingers remained thick while an EBL-written oxidation mask opening across the fingers allowed selective oxidation thinning of the SOI fingers. The dimensions of the devices shown in Figure 7 had to comply with the following specifications to ensure proper functionality:

\[
\begin{align*}
  l_j & \geq w_d + d_{ox} + 3\Delta R_{L_{J}} \approx 226 \text{ nm} \\
  l_{pr} & \approx w_d + 2(d_{ox} + 3\Delta R_{L_{J}}) \approx 352 \text{ nm} \\
  w_{f} & = w_{pf} \approx 2l_j
\end{align*}
\]

where
\[
w_d = \text{reverse bias depletion region width at breakdown},
\]
\( d_{Ox} \) = maximum As oxidation diffusion after implant,
\( \Delta R_{As} \) = transverse As implantation straggle,
\( \ell_{Si} \) = initial Si thickness (100 nm - 150 nm).
Relations (5) and (6) ensured that the fingers were long enough to accommodate the complete depletion region width after the implanted As (with its horizontal implant straggle) has diffused into the fingers after oxidation while equation (7) aimed to create semi-circular round fingers by assuming isotropic finger shaping oxidation that would thin the Si fingers equally from all sides. Implemented finger dimensions are listed in Table 3. The 30 \( \mu \)m x 34 \( \mu \)m SOI light source layout in Figure 8 depicts how 100 fingers are placed in parallel between thicker and larger Si islands that allow electrical biasing through the interconnect metallization.

**Figure 8: 100-finger junction device layout.**

4. **MANUFACTURE**

Table 2 summarizes the processing steps and equipment involved in the SOI light source manufacture.

<table>
<thead>
<tr>
<th>Step</th>
<th>Action</th>
<th>Equipment</th>
<th>Graphical representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Si thinning</td>
<td>Furnace, Reflective</td>
<td>BOX</td>
</tr>
<tr>
<td></td>
<td></td>
<td>spectrometer</td>
<td>Handle</td>
</tr>
<tr>
<td>2</td>
<td>Blanket B implant</td>
<td>Ion implanter</td>
<td>BOX</td>
</tr>
<tr>
<td>3</td>
<td>Si island definition</td>
<td>PECVD, Mask aligner, RIE</td>
<td>BOX</td>
</tr>
<tr>
<td>4</td>
<td>As implant</td>
<td>PECVD, EPG, Mask aligner, RIE, Ion implanter</td>
<td>BOX</td>
</tr>
<tr>
<td>5</td>
<td>Finger definition</td>
<td>EPG, RIE</td>
<td>BOX</td>
</tr>
<tr>
<td>6</td>
<td>Finger oxidation</td>
<td>PECVD, EPG, Furnace</td>
<td>BOX</td>
</tr>
<tr>
<td>7</td>
<td>Metallization</td>
<td>PECVD, Mask aligner, Sputterer</td>
<td>BOX</td>
</tr>
<tr>
<td>8</td>
<td>Si isolation spacing</td>
<td>Mask aligner</td>
<td>BOX</td>
</tr>
</tbody>
</table>

Since no standard process recipe was employable, the complete manufacturing process had to be designed on self-obtained equipment characterization data, material and chemical properties. Consistent results and acceptable manufacturing performance were ensured through process control and monitoring that employed simultaneous processing of monitor wafer pieces and measurement of on-chip test-structures that could be analyzed with a SEM, a reflective spectrometer (to measure thin film thicknesses) and a profilometer.

Figure 9 shows examples of three final SOI finger junction dimension achieved after finger thinning oxidation.

**Figure 9:** a) and b) avalanche and c) punch-through SOI finger final dimension examples after thinning oxidation with interpolated finger thickness estimates.

The finger thickness shown in Figure 9 are interpolated estimates from oxidation monitor island measurements. In contrast to the broad, but thin fingers in Figure 9 a), the fingers in Figure 9 b) are more thick than narrow. The punch-through SOI fingers in Figure 9 c) clearly shows how the heavily As doped Si oxidized faster than the lightly doped background. This oxidation effect created a drift and recombination region that is slightly larger than the heavily doped contact region, which should result in higher useful light emission from the light source since less light is lost due to internal reflection along the finger axis. Table 3 lists the on-mask and measured final SOI finger dimensions.
Table 3. Achieved SOI Finger Device Dimensions.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Layout</th>
<th>Measured</th>
</tr>
</thead>
<tbody>
<tr>
<td>( l_J )</td>
<td>230 nm</td>
<td>296 – 359 nm</td>
</tr>
<tr>
<td>( w_J )</td>
<td>200 nm – 300 nm</td>
<td>38 nm – 101 nm</td>
</tr>
<tr>
<td>( l_{PT} )</td>
<td>320 nm – 11 ( \mu )m</td>
<td>348 nm – 11 ( \mu )m</td>
</tr>
<tr>
<td>( w_{PT} )</td>
<td>220 nm – 12 ( \mu )m</td>
<td>30 nm – 11.9 ( \mu )m</td>
</tr>
</tbody>
</table>

Table 4. Selected SOI light source finger dimensions.

<table>
<thead>
<tr>
<th>Device</th>
<th>( w_{PT} )</th>
<th>( l_{PT} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( D1b )</td>
<td>11.9 ( \mu )m</td>
<td>11.8 ( \mu )m</td>
</tr>
<tr>
<td>( D2b )</td>
<td>11.9 ( \mu )m</td>
<td>11 ( \mu )m</td>
</tr>
<tr>
<td>( D4b )</td>
<td>5.9 ( \mu )m</td>
<td>4 ( \mu )m</td>
</tr>
<tr>
<td>( D5b )</td>
<td>5.9 ( \mu )m</td>
<td>4 ( \mu )m</td>
</tr>
<tr>
<td>( n1b )</td>
<td>485 nm</td>
<td>240 nm</td>
</tr>
<tr>
<td>( n2b )</td>
<td>385 nm</td>
<td>240 nm</td>
</tr>
</tbody>
</table>

5. MEASUREMENT

Table 4 and Figure 10 depict the finger dimensions and measured electrical characteristics of punch-through light sources selected for comparative optical characterization.

Figure 10: I-V characteristic of selected SOI light sources.

\( D4b \) and \( D5b \) should have high light generation efficiencies, since a higher series resistance corresponds to a thinner Si device layer and an increased breakdown voltage is characteristic of quantum-confinement.

Figure 11: a) Illuminated and b) non-illuminated light generation of fingered punch-through SOI light source \( n1b \) at 650 \( \mu \)A.

Figure 11 shows the light generation of fingered punch-through SOI light source \( n1b \) at 650 \( \mu \)A.

Figure 12 compares the spectrum of the SOI punch-through light source with the highest optical power (\( D4b \)) to the average optical power of 0.35 \( \mu \)m avalanche CMOS light sources also biased at \( I_D = 650 \mu A \) and measured with the same characterization setup. While the avalanche light sources peak around \( \lambda \approx 660 \) nm (\( E_{Ph} \approx 1.88 \) eV) the SOI punch-through light source peak around 850 nm (\( E_{Ph} \approx 1.46 \) eV) is about 9 times higher. Since significant infrared radiation peaks were observed in Si nano-crystal EL and photoluminescence experiments [15], this could be indicative of quantum confinement. The lower photon energy at longer wavelengths also implies that the thickness-confined SOI light sources have significantly higher quantum conversion efficiencies than bulk-CMOS avalanche light sources.

Figure 12: Spectra comparison of SOI punch-through and AMS 0.35 \( \mu \)m CMOS light-sources.
The periodic optical power variation of all measured SOI light sources is due to light reflection off the SiO₂ BOX layer covering the SOI wafer Si handle. Employing the stack transmission model, the best-fitting simulated Si-SiO₂-air stack reflection peaks were achieved for \( t_{\text{BOX}} \approx 860 \text{ nm} \) (Figure 13).

![Si-BOX-Air Reflection for \( t_{\text{BOX}} = 860 \text{ nm} \)](image)

Figure 13: Simulated BOX reflection for \( t_{\text{BOX}} = 860 \text{ nm} \).

Figure 13 shows that an average of 25% of the light that would have been lost through downward radiation is reflected back up as useful light.

6. CONCLUSION

All measured thickness-confined SOI light sources displayed a pronounced optical power for \( 0.6 < \lambda < 1 \mu \text{m} \). The SOI light source with the highest optical power output emitted about 9 times more optical power around \( \lambda = 850 \text{ nm} \) than a 0.35 \( \mu \text{m} \) bulk-CMOS avalanche light-source operating at the same current. It has also been shown that the BOX layer in a SOI process could be used to reflect about 25% of the light that would usually be lost to downward radiation back up, thereby increasing the external power efficiency of SOI light sources.
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Abstract: The successful realization of optical interconnects for inter- and intra-chip communication strongly depends on the use of a light source that is compatible with existing, well established manufacturing processes – primarily CMOS/VLSI. The problematic integration of III-V light sources with CMOS technology has not been surmounted thus far. While silicon is ill-suited as an optical material, silicon based light sources present a huge advantage: complete monolithic integration using existing CMOS processes. This advantage can only be exploited if these devices show sufficient switching speed and optical power emission to make high speed clock and data transmission feasible. This paper illustrates the switching speed of silicon based light emitting devices in excess of 100 MHz and the viability of using such a device for an all-silicon optical link for clock and data distribution.
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1. INTRODUCTION

As CMOS component feature sizes are constantly being scaled down, delay degradation and power dissipation in metal interconnects will remain problematic. In the International Technology Roadmap For Semiconductors (ITRS)-2007 [1] it is predicted that optical interconnects could become one of the most viable alternative solutions to improve device and systems-on-a-chip solution performances, as the down-scaling continues.

The industry has used III-V light emitters for optical communication, over long distances, because of their high quantum efficiencies. However, the relatively short distances involved in inter- and intra-chip optical interconnects require much less optical power. This makes less efficient on-chip silicon light sources a viable alternative in the above mentioned application fields [2]. It is also well documented that silicon light emitting diodes normally have low light emitting efficiencies, but if the latter can be optimized [3], it can be utilized effectively in all–silicon optical interconnect solutions [4].

This paper will highlight the fact that even with relatively low effective power efficiencies (EPE), of the order of $10^{-6}$, the p-n silicon light sources designed and developed to operate in the reversed bias avalanche mode [5], could be modulated at clock frequencies of up to 120 MHz. The only restriction lies in the fact that the detector circuit was band limited to 100 MHz.

Furthermore data transfer rates of up to 700 kbps were obtained between chips, with relatively low optical power output of the silicon light source, the main limitation.

2. SILICON LIGHT SOURCE

2.1 Point source description

The light sources consist of a reverse biased pn-junction formed in bulk silicon in a standard CMOS process. n+ structures are defined such as to enhance current density for illuminating a single concentrated point with submicron dimensions. A number of these point sources are stacked into an array and then modulated off chip by switching the devices at the boundary of avalanche breakdown. The devices break down at around 9 V, where the voltage across the devices is biased just below this value. Pulsed currents are then used to cause avalanche emission in the devices, resulting in a usable optical signal for transmission.

2.2 Reflectors

Figure 1: Cross section of reflector structure as seen under scanning electron microscope (SEM).
Figure 1 shows the light directing reflector structures used to further enhance the amount of light available perpendicularly to the light sources. Since the fibre is mounted orthogonally to the substrate plane, the reflectors assist in coupling stray light into the fibre, which improves the overall external power efficiency of the source.

3. SWITCHING SPEED

3.1 Si diode light modulation

Silicon light emitting diodes operating in avalanche breakdown have been shown to allow light modulation up to 20 GHz using streak camera tests [6] with emission resulting from hot carrier luminescence [7]. These results prove that the modulation speed of light emitting silicon diodes in avalanche breakdown is not limited by the underlying physical processes but rather the electrical bandwidth of supporting circuitry and devices.

In this paper the high speed switching capability of Si light emitting devices is measured electrically – requiring an optical-electrical conversion – which also shows that the recovery of a useful electrical signal is possible.

3.2 Experimental setup

The experimental setup is shown (conceptually) in Figure 2. A function generator (Agilent 33250A) was used to generate a sinusoidal signal to serve as an input to a driver circuit that modulated the current through the light emitting diode. The driver circuit – an emitter coupled transistor pair – was built using discrete components. The on-chip silicon light source was aligned to an optical fibre in a makeshift manner. The specifications of the optical fibre are given in Table 1.

At the receiver end, the fibre was directly connected to a commercial silicon avalanche photo diode (APD) module (detailed in Table 2). The voltage output of the APD module was connected to a spectrum analyzer (Rohde & Schwarz FSP).

A spatial separation of ~13 m between the transmitter and the receiver was used to limit the influence of electromagnetic coupling. To verify that the signal measured by the spectrum analyzer was indeed optical, measurements were taken both with and without the optical fibre connected to the APD module. This is illustrated in Figure 3 for a transmitted 120 MHz clock signal. The optical signal is clearly distinguishable over the noise floor.

The detection of clock signals at higher frequencies is primarily limited by the bandwidth of the APD module currently used which has a -3 dB bandwidth of 100 MHz.

The successful transmission and detection of a clock signal in the GHz range will require a faster APD module, improved driver circuitry (likely to be integrated on-chip) and a mechanism to limit bandwidth integrated noise.

| Table 1: Specifications for Thorlabs BFL-600 low OH optical fibre. |
| Length       | 15 m |
| Core diameter| 600 μm |
| Numerical aperture | 0.37 N.A. |
| Type         | Multimode |
| Spectral range | 400 nm – 2200 nm |
| Attenuation  | 0.01 – 0.1 dB/m |

| Table 2: Specifications for Hamamatsu silicon APD module C5331-11. |
| Bandwidth    | 4 kHz – 100 MHz |
| Photoelectric sensitivity | ~2.5x10^4 V/W |
| Active diameter | 1.0 mm |
| Peak sensitivity (Si APD) | 0.42 A/W @ 620nm |

Figure 2: Conceptual experimental setup for optical clock transmission and measurement at the receiver.

Figure 3: Measured spectrum of a 120 MHz clock signal with and without the optical fibre connected to the APD module.
4. DATA LINK

To illustrate the viability of using silicon light sources for data transmission, a simple baseband modem was designed to operate at a data rate of 176 kbps. A conceptual overview of the optical data link is shown in Figure 4.

4.1 Experimental setup

With reference to Figure 4: A pseudo random binary signal generator (T.1) was used as a data source. The voltage of the corresponding non-return-to-zero (NRZ) encoded data was appropriately adjusted (T.2) and fed to the driver circuit (T.3) to modulate the current of the light emitting device (T.4).

A 15 m optical fibre was once again coupled to the light source. At the receiving end the APD module (R.1) converts the optical signal to a voltage. The magnitude of this voltage signal is not large enough to be displayed on an oscilloscope; it must first be amplified (R.2) before further signal processing steps may be performed on it. After amplification the signal is passed through a Nyquist filter (R.3). The filtered signal is fed to a comparator (R.4) which hard-limits the signal to digital voltage levels (0-5 V). The embedded clock is recovered (R.5) from the NRZ encoded data, which is then used to re-time (R.6) the digital data signal.

The clock recovery, as illustrated in Figure 4, was performed in a conventional manner by performing a non-linear operation (R.5.1) on the signal to generate a spectral component at the clock frequency unto which the phase-locked loop (R.5.3) can lock. A monostable multivibrator (R.5.2), configured to be non-retriggerable, is triggered by the pulses from the zero-crossing detector (R.5.1) to ensure consistently shaped pulses. A delay element is added to adjust the clock phase to ensure the data signal is sampled at the optimal time instant i.e. in the middle of the ‘eye’.

Figure 5 shows an eye diagram with a 176,000 baud rate and 35 mVp-p amplitude. The evident spikes are caused by the switching noise of the oscilloscope’s trigger signal. With the use of high speed current feedback operational amplifiers (AD8011), this symbol rate was quadrupled to 704,000 baud (as shown in Figure 6). However, further signal processing steps (i.e. R.4 to R.6) were not implemented at this symbol rate.

4.2 CMOS integration

The discussed system was built using only commonly available integrated circuits (mainly from the 4000 CMOS logic family). The employed APD module also uses a silicon APD. Thus, the entire system could be implemented, using a CMOS process, in a single integrated circuit.

Optical receiver front-end designs, using standard CMOS processes, have been reported [8]-[10] most recently operating up to 10 Gbps [11]. The design of high speed CMOS driver circuits for vertical cavity lasers, operating at 100Gbps, have also been shown [12]. Similar designs could be used to drive Si diodes [2] instead of III-V light sources. This all implies that a 10 Gbps optical interconnect, using only CMOS technology, is definitely feasible if the present power efficiency of silicon light sources can be further improved.
5. CONCLUSION

The modulation of a VLSI-compatible silicon light emitting device has been successfully shown up to 120 MHz, primarily limited by the bandwidth of the APD module used. Furthermore, a fully functional, CMOS based, inter-chip optical interconnect operating at 176 kbps proves the feasibility of using an all-silicon solution for data and clock distribution. With increased EPE of silicon light emitters, the realization of a 10 Gbps optical interconnect should be feasible.
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Abstract: We compare the performance and optical quality of two types of adaptive fluidic silicone-membrane lenses. The membranes feature either a homogeneous thickness, or they are shaped resulting in an inhomogeneous cross-section. The lens systems incorporate a piezoelectric actuator which is operated in a regime of ±40 V. The shaped membrane lenses show lower wave front errors than the planar ones, down to 24 nm. The pumping actuator indicates a maximum pump volume of 1159 nl at an inner piezo radius of 2.75 mm for the smallest supporting ring configuration. The full system with a planar membrane achieves a larger refractive power ranging from +19 to -14 dpt. It also shows a shorter full scale response time (\( t_{planar} = 23.9 \text{ ms} \)) compared to the shaped membrane (\( t_{shaped} = 35.4 \text{ ms} \)).
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1. INTRODUCTION

The development of adaptive lenses increased drastically over the last few years. In contrast to conventional systems with mechanical moving parts, adaptive lenses show no mechanical wear, however they are costly. In the meantime, three lenses based on different working principles are commercially available. The first one is the electrowetting lens of Varioptics. The lens with a clear aperture of 2.5 mm is developed for the main application in consumer electronics (mobile phones, PDAs, laptops) [1]. The second lens of Optotune has an aperture of 6 mm in diameter and is mostly suitable for digital cameras and microscopes. The adaptive lens is based on an electroactive polymer, which deforms an elastic lens [2]. The third product is available at Holochip and consists of a fluid-based singlet lens, where the interface is set by an elastic silicone membrane. The focal length of the lens with an aperture of 10 mm is tunable by the mechanical moving of the clamping ring [3]. As an alternative to the commercially available lenses we have recently presented an adaptive silicone membrane lens with an integrated piezoelectric pump for actuation. The lens is suitable for the use in optical systems with a clear aperture of 2.5 mm [4, 5]. In this paper we focus on the characterisation of the single components (lens and pump actuator) and the full system for lenses with planar and shaped membranes.

2. ASSEMBLY AND FABRICATION

The system consists of two components: a lens and a pump actuator, which are connected via a glass substrate (see figure 1). The lens chamber is filled with water or immersion oil, and consists of a silicone membrane with a homogeneous or an inhomogeneous thickness, and of a supporting ring (see figure 2).
substrate produced by ultra-precision milling (UPM) is used as mold. Exemplarily the fabrication process of the lens chamber is shown in figure 3. In case of a homogeneously thick membrane, the membrane thickness $t_{\text{membr}}$ is controlled by a spacer ring located between the brass mold and the polycarbonate foil. Additionally, for the inhomogeneous membrane we place concave shaped lenses in the mold. Generally, the volume shrinkage of the silicone is counteracted by the stamp force during the hardening process in the hot embossing machine. Since this force, however, is constant for all membrane thicknesses, the volume shrinkage for several membrane thicknesses increases with the cube of the membrane thickness.

Figure 3: Fabrication process in a hot embossing machine for a lens chamber with a) a planar and b) a shaped membrane.

3. CHARACTERIZATION

This chapter is devoted to the characterisation of the single components and the full system. The simulation and measurement of the optical lens quality is realized by a FE- and ray tracing simulation and a Mach-Zehnder interferometrical setup. The pump volume of the piezoelectric bending actuator is optimized by FE-simulation and a laser-profiliometer. For the full system we are analyzing the refraction power as a function of the piezo voltage and the dynamical behavior as well.

3.1 Optical lens quality

The optical lens quality of the opto-mechanical component is analyzed by a mechanical FE-simulation and ray tracing. In order to judge the lens quality, we examined the wave front error (WFE RMS) of the different membrane shapes in a horizontal lens orientation. For the PDMS we set an elastic modulus of 1.54 MPa [6], a Poisson ratio of 0.49 and a refractive index of 1.4282 [6]. As lens liquid we use water with a refractive index of 1.33.

Figures 4 shows the wave front error in RMS as a function of the focal length for lenses with homogeneous membranes in horizontal orientation. Generally, the wave front error is decreasing for increasing focal length and decreasing membrane thickness. The influence of the membrane thickness is traced back to the reduction of the membrane stiffness which shifts the inflection point of the membrane in the direction of the membrane fixation, which reduces the spherical aberration. In the horizontal orientation the hydrostatic pressure of the lens fluid increases the membranes radius of curvature and decreases the spherical aberration, which results in a rising lens performance.

For the lenses with inhomogeneous membranes the influence of the residual membrane thickness $t_{\text{resid}}$ (see figure 2b) at 10 mm radius of curvature $R_{\text{mold}}$ is investigated (see figure 5). The curves show the smallest aberration in the non-deflected initial state at a focal length of 125 mm. For deflected situations (increasing or decreasing focal length) the wave front errors increase drastically with a decreasing residual membrane thickness due to a more inhomogeneous membrane deformation.

For experimental characterization of the optical lens quality we measure the wave front error (WFR RMS) at a wavelength of 633 nm by using a Mach-Zehnder interferometer. The detailed configuration of the interferometer is given in [7]. Figure 6 shows the
measurement results of the lenses with homogenous membranes as a function of the focal length for different membrane thicknesses at an aperture of 2.125 mm. The diagram shows a minimal wave front error in RMS of 0.047 λ for a membrane thickness of 50 μm at a focal length of 800 mm. In general, the curve shapes of the measurements and the simulations without volume shrinkage (see figure 4) are in a good correlation.

Figure 6: Measured aberration of the planar membrane lens as a function of the focal length. $d_{lens} = 5$ mm, $d_{ap} = 2.125$ mm.

Figure 7 shows the measurement result of the inhomogeneous membrane lens for diverse residual membrane thicknesses at a mold radius of curvature of 9.3 mm. All curves illustrate a minimal aberration at a focal length of 66 mm. The wave front error is increasing for decreasing membrane thickness and deflection of the membrane. In comparison to the homogeneous membrane the minimum wave front error could be reduced to 0.037 λ. The trend of the measurement curves are in good correlation to the simulated behavior without volume shrinkage (see figure 5).

Figure 7: Measured aberration of the shaped membrane as a function of the focal length. $d_{lens} = 6$ mm, $d_{ap} = 2.125$ mm, $R_{mold} = 9.3$ mm.

The difference between the simulation and the measured focal length in the initial state can be traced back to the volume shrinkage of the silicone during the fabrication process which let the focal length decrease.

### 3.2 Pump actuator

This paragraph is devoted to the optimization of the piezoelectric pump. For this purpose we concentrate on the maximization of the pump volume by using FE-simulation. Therefore, the influence of the inner piezo radius $r_{piezo}$ and the inner and outer supporting ring width $\Delta r$ are analyzed (see figure 8).

Figure 9 shows the pump volume as a function of the inner piezo radius for diverse supporting ring width $\Delta r$ at an applied voltage of -40 V. A maximum volume of 1405 nl is displaced at a inner piezo radius of 2810 μm for the thinnest supporting ring configuration. A reduction in the effectiveness of the pump with small inner piezo radii can be attributed to an elevated mechanical stiffness in the inner supporting ring. On the other hand, with larger radii the pump volume decreases due to the declining length of the bending actuator. The pumping volume is decreasing for increasing supporting ring width, due to the increasing stiffness of the actuator fixation.

Figure 9: Simulation of the displaced pump volume as a function of the inner piezo radius $r_{piezo}$ for diverse supporting ring width at -40 V.
The measurement of the pump volume is realized by a laser-profilometer. After a surface scan of the piezoelectric actuator at a voltage of -40 V the pump volume is calculated. Exemplarily, figure 10 shows the measurement result for a two different supporting ring widths of 600 and 1000 μm. On the one hand, the maximum pump volume for the actuator with the thinner supporting ring is 1159 nl at an inner piezo radius of 2.75 mm. On the other hand, the displaced volume for the configuration with the thicker supporting ring is decreasing down to 892 nl at a inner piezo radius of 3.25 mm. The curve shapes of the measurement and the simulation are in a good correlation. The difference in the pump volume can be traced back to the volume shrinkage of the silicone which increases the supporting ring stiffness. Otherwise, the process related internal stress in the piezoelectric bending actuator reduces the displaced volume as well.

Figure 10: Measurement result of the displaced pump volume as a function of the inner piezo radius $r_{\text{piezo}}$ for different supporting ring width $\Delta r$ at -40 V.

3.3 System performance

For the full system we want to know the refraction power as a function of the piezo voltage. In the simulation the interaction of the lens chamber to the pump performance has been considered. In a first simulation step, the lens back pressure as a function of the lens volume, respectively the focal length has been simulated. In the second step we calculated the pump volume of the actuator as a function of the piezo voltage inclusive lens back pressure in an iterative simulation. Finally, the pump volume of the actuator and the lens volume are set equal to link the focal length to the piezo voltage. Exemplarily, figure 11 shows the system performance of lenses with homogeneous membranes between a thickness of 20 and 230 μm. The maximum refraction power range is not achieved for the thinnest membrane as one would actually expect but for a medium membrane thickness of 150 μm. This is related to two opposing effects. On the one hand, the actuator simulation inclusive lens backpressure shows a decreasing pump volume for an increasing membrane thickness.

On the other hand, with decreasing membrane thickness the radius of curvature increase, as can be seen in figure 12, due to the shift of the membrane inflection point.

The measurement of the system behaviour is realized by the laser-profilometer in the dynamic mode. For the lens with a homogeneous membrane the membrane surface profile is measured and the refraction power of the lens is calculated subsequently. Additionally, for the membranes with an inhomogeneous form the shape of the membrane backside is calculated via FE-simulation. Figure 13 displays the measured refractive power as a function of the piezo voltage at a frequency of 1 Hz. The system with the planar membrane show a refractive power range of +19 to -14 dpt, and the shape one a range of +9...+1 dpt. The reduced refractive power range of the system with an inhomogeneous lens membrane arises from the increasing membrane stiffness, respectively the increasing back pressure to the pump actuator. The big difference between the simulation result and measurements can be traced back to the volume shrinkage of the silicone which in not considered in the simulation. The hysteresis curve
shape at the measurements is typically for piezoelectric actuators.

Figure 13: Measured refractive power as a function of the piezo voltage for a system with a planar ($t_{membr} = 60 \mu m$) and a shaped ($t_{resid} = 75 \mu m, R_{mold} = 9.3 mm$) lens membrane.

In order to reduce the hysteresis we operate the piezoelectric actuator dynamically. First, a piezo voltage $U_{piezo}$ is applied to the actuator for a time of 15 ms. Afterwards, the whole hysteresis curve is run through in 60 ms. Thereby, the lens membrane can not follow the actuator movement, due to the high damping of the lens membrane. Exemplarily, figure 13 also shows the drastic hysteresis reduction for the lens with a homogeneous membrane thickness. The hysteresis can be suppressed down to a maximum residual of 0.5 dpt.

Figure 14: Measured frequency response for a system with a planar ($t_{membr} = 60 \mu m$) and a shaped ($t_{resid} = 75 \mu m, R_{mold} = 9.3 mm$) lens membrane.

For the dynamical characterization we measure the frequency response (see figure 14) and the full scale response time. The system with a shaped lens membrane shows a more direct response characteristic than a system with a planar membrane, due to the lower membrane amplitude. The full scale response time is measured at a voltage step from +40 to -40 V and reverse. The system with a planar membrane indicates an isotropic response time of 23.9 ms and the lens with a shaped membrane a time of 35.4 ms. This arises from the higher lens back pressure of the inhomogeneous membrane, which let the response time increase.

4. CONCLUSIONS

The use of adaptive lens systems with homogeneous, respectively, inhomogeneous membranes is application specific. On the one hand, systems with planar membranes are reasonable for a large focal length range, a constant optical lens quality and a short response time. On the other hand, the application of lenses with shaped membranes is reasonable for a higher optical lens quality at a smaller focal length range around a working point.
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Abstract: CMOS is arguably the most successful semiconductor technology in electronics history. This is clear by the constant efforts involved in scaling as the key driver of improving the performance of ICs to keep up with consumer expectations. However, this trend has lately been halted by another on-chip component: the interconnect. As scaling decreases active device dimensions for a corresponding performance increase, interconnect dimensions suffer under reduction due to increasing capacitance and resistance. One possible solution might be to move the long, power consuming global signal nets into the optical domain. This paper compares predicted electrical versus optical global signal distribution for future nanometre CMOS nodes, based on clock distribution and the associated power consumption.
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1. INTRODUCTION

CMOS still has an immense impact as the dominant semiconductor technology for mass integration. Given the monetary and development investment up to date, the industry is throwing its full weight behind the continuation of scaling, both in terms of function density and in performance. With various breakthroughs on device level, the limitations on future scaling lie in the development of adequate interconnects to support the increase in logic density. There are numerous factors influencing the interconnect architecture used. None more so than the global clock distribution scheme. In modern microprocessor units (MPUs), the clock distribution network can be the single most power consuming entity. This work aims to take the International Technology Roadmap for Semiconductors (ITRS) [1] requirements for future technology nodes, along with predictive SPICE modelling, in order to extrapolate on what can be expected from future electrical clock networks. As a comparative platform, an electrical H-tree is characterised in terms of its electrical power consumption components. The results are then used to indicate the feasibility of optical clock networks as device dimensions decrease.

2. PREDICTIVE TECHNOLOGY MODEL

In order to produce sensible circuit performance results, predictive SPICE modelling is used. Based on models developed by [2] and updated with the latest ITRS [1] predicted requirements for devices, SPICE based models are employed for the simulation of the optical front end receiver and clock buffer circuits. This method ensures that aspects such as short circuit currents on switching events and device drain capacitances, which may influence the results substantially, are incorporated into the prediction.

3. COMPARATIVE ARCHITECTURE

3.1 An overview of future technology parameters

![Figure 1: CMOS scaling and local clock frequency timeline.](image)

The ITRS publishes data on an annual basis wherein technology requirements are stipulated, based on past technology trends and future market interests. Combining this information with physical modelling of, for instance, the interconnects and CMOS active devices, key technology parameters affecting the performance of clock networks can be derived. Figure 1 shows the predicted trend for CMOS scaling within the next decade, along with the expected local clock frequencies. Table II summarises the most important characteristics that can be derived from process predictions, to be expected in the near future. Logic area is predicted to maintain a relatively constant portion of chip area, as opposed to the great reduction of logic portion in [3], since both logic and SRAM functions are expected to increase at the same rate [1]. Intel’s 45nm Penryn [3] reinforces this trend...
where the logic area portion remained roughly the same as the previous generation MPU, although the core size is smaller than predicted for high performance MPUs [1]. The current trend is roughly double the functions per area from one technology generation to the next. On a device level, where channel depths become small enough, it is important to include the quantisation effects as an electrical equivalent oxide thickness. The physical thickness represents the effective thickness for electrical equivalent oxide thickness. The physical important to include the quantisation effects as an level, where channel depths become small enough, it is from one technology generation to the next. On a device smaller than predicted for high performance MPUs [1].

3.2 Clock tree topology

The three most often used topologies include grids, trees and length matched serpentine [5]. Given the capacitive and skew advantages of tree structures, the symmetrical H-tree is used as a comparative topology for comparing electrical and optical power consumption performance. This topology applies to the distribution of the global clock signal, where handover occurs at the end points into local clock regions constructed with a local grid. This local region is fed by a local clock buffer and will be common to both electrical and optical networks. Each end point sees exactly the same path as any other from the source, making skew depend only on process and environmental variations. For the purpose of this work, a square die is assumed, sized according to the predicted logic portion of a typical modern MPU. Figure 2 shows a die partitioning using an H-tree, with \( n \) representing the tree depth. Note that \( n \) for this work is not necessarily defined the same as compared to other works [3], [6]. For each increment of \( n \), four new terminations, or end points will be instanced per \((n - 1)\) level end point. A summary of characteristics in a typical H-tree network is shown in Table II. The depth of the tree, \( n \), is determined by the maximum allowable skew for a local region, defined in [3]. As technology scales and the skew reaches a certain critical limit, the depth is incremented. The introduction of repeaters between tree splits along the segment becomes important to maintain signal flanks of an acceptable level. The 20 % - 80 % transition time metric is used, where this should be maintained below 10% of the relevant technology node’s clock period, \( T_{clk} \). The expressions developed in [7] can be modified to determine an expression for the interconnect length at which the transition time does not meet the stated criteria (see Section 4.1).

3.3 Tree depth and local region design

The depth of the tree is determined by the maximum allowable skew within a local region; that is, after a global end point feeds the local clock grid. Given the known transistor density, it is assumed for the purpose of calculations that a there are 64 gates in a register and 25 transistors per gate. If the local region dimensions are known, it is possible to calculate the number of registers in a local region and consequently determine the longest Manhattan-type interconnect length from the local region.
buffer to the farthest register. This then represents the path of worst skew within a local region. If a maximum skew of 10% of the clock period is used, it is possible to determine how deep the tree needs to be to adhere to the local skew requirements. 

Table III: Tree and repeater design for future nodes.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>65nm</th>
<th>45nm</th>
<th>22nm</th>
<th>16nm</th>
<th>11nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max local $l_{seg}$</td>
<td>464.2</td>
<td>296.4</td>
<td>201.9</td>
<td>138.0</td>
<td>90.3</td>
</tr>
<tr>
<td>Tree depth $n$</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td># of end points</td>
<td>4096</td>
<td>16384</td>
<td>16384</td>
<td>65536</td>
<td>262144</td>
</tr>
<tr>
<td>Max global $l_{seg}$</td>
<td>412.73</td>
<td>260.93</td>
<td>193.62</td>
<td>126.23</td>
<td>84.17</td>
</tr>
<tr>
<td># of repeaters</td>
<td>4850</td>
<td>7070</td>
<td>19532</td>
<td>28484</td>
<td>80642</td>
</tr>
<tr>
<td># of split buffers</td>
<td>6142</td>
<td>6142</td>
<td>24574</td>
<td>24574</td>
<td>98302</td>
</tr>
</tbody>
</table>

Repeater design parameters:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$ [μm]</td>
<td>695.8</td>
</tr>
<tr>
<td>$B$ [F/μm]</td>
<td>5.7E-15</td>
</tr>
<tr>
<td>$R$</td>
<td>0.35</td>
</tr>
<tr>
<td>$W$ [μm]</td>
<td>13.36</td>
</tr>
</tbody>
</table>

4. CIRCUIT DESIGN

4.1 Electrical repeater circuits

$$a = 0.5545 r_{in} c_{in}$$
$$b = 1.386 (r_{in} C_A + c_{in} R_b)$$
$$c = 1.386 R_b C_A - T_{10%}$$
$$l_{seg} = \frac{-b + \sqrt{b^2 - 4ac}}{2a}$$

Equation 1 shows the maximum allowable interconnect length before the 20% - 80% transition time degrades beyond $T_{CLK}/10$. The repeaters are sized to minimise $l_{seg}$. A limit of two inverter pairs per repeater is set to maintain practicality. The input inverter pair is sized smaller compared to the output pair by a ratio $R$. This has the advantage of reducing the input capacitance, while maintaining a stronger driving capability. A lower limit exists on the value of $R$ to maintain the requirement of a 20% - 80% transition time between inverter pairs. Equation 2 quantifies the lower limit based on the timing constraints.

$$R = \frac{1.386 AB}{T_{10%}} \times 1.1$$

$T_{10%}$ is one tenth of a clock period and the factor of 1.1 is inserted as a safety margin to ensure that the inter-stage transition time is not limiting. Although Equation 2 states a limit, an optimal value for $R$ can be found if the total capacitance, that is the sum of the interconnect and repeater components, are normalised to a per unit length metric.

$$\frac{\partial C_{total/length}}{\partial R} = \frac{\partial}{\partial R} \left( c_{in} + \frac{B \times W \times (1 + R)}{l_{seg}} \right) = 0$$

Solving Equation 3, with $l_{seg}$ as the maximum allowable segment length and $c_{int}$ as the interconnect capacitance per unit length, yields a solution for an optimal $R$ value. The optimal width $W$ represents a scaling factor for transistor width, where $A$ and $B$ represent width dependent input capacitance and output resistance parameters of the buffer determined through maximising the segment length in Equation 1, shown in Equation 4.

$$W = \sqrt{\frac{c_{in} A}{r_{in} RB}}$$

4.2 Photodiode design

One limiting factor in the design of an optical system is that the photodiode does not scale along with technology. This is partly due to the lower limit on the physical dimension of the $pn$-junction region to accommodate the wavelength of incident light. Another important factor is the light intensity per unit area, which becomes unrealistic if the photodiode active region is too small. Based on [8] it is possible to obtain multi-gigahertz operation with an $n$-well based photodiode with a responsivity of 0.3 A/W, with a device capacitance of 5 fF.

4.3 Optical receiver

The chosen topology for the optical receiver front end is a high impedance design, similar to the approach in [3]. Figure 3 shows the configuration, where the photodiode discharges the input node in order to generate a logic transition by the first inverter. The following cascade of inverters serves both to delay the transition and to buffer the signal for subsequent stages. The signal $v_{CH}$ then recharges the input node after the cascade dependent delay.

Figure 3: High impedance switched optical front end.

Although this requires a relatively strong optical pulse, the duration thereof may be very short. This topology is also well suited to standard cell compatibility, has a far superior noise performance when compared to transimpedance amplifier (TIA) approaches, and only consumes power on transitions. Most of the power consumed is due to the inverters required for driving a local region clock buffer.
5. POWER CONSUMPTION

5.1 SPICE simulations

It is possible to, from a completely theoretical perspective, utilise the following equation to determine the dynamic power dissipation of the clock networks (Equation 5).

\[ P_{\text{dyn}} = C \times f_{\text{clk}} \times V_{\text{dd}}^2 \]  

(5)

The true power consumption will increase due to short circuit currents on a switching event, and buffer output capacitances, which are difficult to model by hand. Therefore, predictive models (see Section 2) are used to estimate a more accurate quantity for expected power consumption of circuits and interconnects, which is used in the subsequent comparisons. This will obviously be more comprehensive than simply using Equation 5.

5.2 Electrical components

Figure 4 shows the resulting power consumption based on the above methodology. Because the interconnect dimensions is kept at minimum, the power consumption of the supporting circuitry for maintaining signal fidelity, namely the repeaters, are responsible for a substantial contribution to the overall power consumption. Of course, increasing the interconnect dimensions results in the component power being replaced by an increased interconnect component. It is also clear that the deep tree in the 16 nm and 11 nm nodes are contributory to the sharp increase in global power consumed.

5.3 Optical components

Figure 5 shows the situation when a fully optical tree replaces the electrical tree in Section 5.2. It becomes clear that the optical power required to maintain reasonable operation also suffers at the smaller nodes. One big reason for the sudden increase is the constant charging capacitance present on the input node in Figure 3, while the operating frequency increases. This is due to the large photodiode capacitance, which is assumed to remain constant throughout. The electrical component represents the power required to amplify the signal enough to drive a local region buffer, as well as recharging the input node capacitance back to a high logic state.

5.4 Hybrid network performance

From Figure 4 and Figure 5 it is clear that the 16 nm and 11 nm nodes presents a limit to where optical networks will outperform electrical networks. Figure 6 shows the total global clock network power consumed when the tree is made up of an optical tree up to level \( n \), and then continues as an electrical tree for the rest of the tree levels. It is interesting to note that an optical tree stopping at level 7 is just as power hungry as a fully optical tree (stopping at level 8), while the required external power efficiency (EPE) to beat a completely electrical network is less stringent. Note that this EPE value does not include propagation, bending and coupling losses.
system exceeds 100 %, showing that the optical network fails to surpass the performance of an electrical one.

![Figure 7: Total power with optical tree up to different depths, 11 nm node.](image)

![Figure 8: Optical vs. hybrid network EPE.](image)

![Figure 9: Electrical, optical and hybrid network total power consumed.](image)

This shows that the optimal power consumption might be obtainable if a hybrid network is considered. Figure 8 shows that a hybrid network also relaxes the requirement for the source EPE, allowing more headroom for losses. Figure 9 shows the resulting power consumption comparisons for fully electrical, fully optical and hybrid networks for the 65 nm to 11 nm nodes.

6. CONCLUSION

The future of interconnect technology, especially for global signals, might not necessarily find solutions in a completely pure move from electrical to optical, but rather in exploiting the advantages of both in the form of hybrid networks. It is also seen that there are some fundamental limits to scaling down the optics before it would really contend as a replacement for electrical networks. For now, if light sources and on chip interconnects can handle the requirements, it would seem that optical networks are already viable for replacing electrical networks at a global signal level.
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Abstract: In this paper the influence of various anodisation solutions on the surface passivation of InAsSb/GaSb photodiodes is examined. The diode structure is based on a design reported by Bubulac et al. [1]. The diode consists of a p-i-n structure grown by MOCVD and nearly lattice matched to a GaSb substrate. The structure, p-InAs₁₋ₓSbₓ/n-InAs₁₋ₓSbₓ/n-GaSb (x = 0.10 in both cases), consisted of a Zn-doped p-type layer and an unintentionally doped n-type layer on the n-type substrate. To define the active area of the photodiode, mesas were etched with a sulphuric acid based solution. Three anodisation solutions, containing Na₂S, KOH or (NH₄)₂S, were tested. Four sets of diodes were processed, using each of the three anodisation solutions as well as an unpassivated reference detector. The effect of passivation was studied by current-voltage measurements, yielding the reverse bias current, as well as by responsivity measurements.
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1. INTRODUCTION

Given all the advantages offered by InAsSb several researchers have explored the possibilities of creating devices based on this compound. The greatest advantage of a ternary compound is the versatility that it allows one in engineering the size of the energy band gap. In the case of a ternary compound is the versatility that it allows one devices based on this compound. The greatest advantage researchers have explored the possibilities of creating detectors on a single HgCdTe wafer. The effect of passivation was studied by current-voltage measurements, yielding the reverse bias current, as well as by responsivity measurements.

Epitaxial growth of InAsSb on several substrates has been explored including GaSb [1, 3-6], GaAs [3, 7-11], and InAs [12-14]. Growth on GaAs or Si [15, 16] is a very attractive option because of the advantages it offers for the development of large area focal plane arrays and for the monolithic integration of the detector array with the readout circuit. Very high quality GaAs and Si substrates are readily available in large sizes. Even though Si technology is more established and extremely popular, it is possible to manufacture readout circuits on either Si or GaAs.

Rogalski et al. [17] explored the idea of growing InAs₁₋ₓSbₓ epitaxial layers on Ga₁₋ₓInₓSb substrates, which allows tuning of the lattice constant as well as the band gap of the substrate to complement that of the active layer.

Several workers have researched the qualities of InAsSb heterojunctions grown on GaSb substrates [3, 8, 10]. Srivastava et al. [3] have reported I-V and C-V measurements on n-InAs₀.₉₅Sb₀.₉₅/n-GaSb structures and found the n-n heterojunction to be strongly rectifying and behaving like a metal/n-GaSb Schottky diode with a barrier height of 0.8 ± 0.002 eV. They have established...
that the band line up is of the broken gap variety. They have measured the valence band offset $E_{V}(GaSb) - E_{V}(InAsSb)$ to be 0.67 ± 0.04 eV and concluded that the electrical characteristics of n-InAs$_{0.91}$Sb$_{0.09}$/n-GaSb heterojunctions are controlled by large band bending on the GaSb side of the junction.

Giani et al. [10] have done room temperature I-V measurements on lattice-matched n-InAs$_{0.91}$Sb$_{0.09}$/n-GaSb and p-InAs$_{0.91}$Sb$_{0.09}$/n-GaSb junctions. They also found the n/n heterostructure to be rectifying with a dark current of 70 μA at 1 V reverse bias. The p/n junction, on the other hand, was reported to be ohmic. This group measured the photoconductivity spectra of their n/n device at 300 K as well as at 77 K and found the response at 77 K to be nine times higher. They attributed this partly to an increase in the carrier lifetime.

Rakovska et al. [5] states that the GaSb/InAs$_{1-x}$Sb$_x$ interface is known to be semi-metallic, leading to massive flooding of the InAs$_{1-x}$Sb$_x$ layer by electrons from the valence band of the GaSb. In order to reduce the carrier population at the interface, they introduced a 30 nm In$_{0.45}$Ga$_{0.55}$Sb layer followed by an 18 nm In$_{0.95}$Al$_{0.05}$Sb$_{0.1}$ layer to act as a barrier between the InAs$_{1-x}$Sb$_x$ layer and the GaSb. This resulted in narrower photoluminescence peaks and less noisy conductivity spectra.

Podlecki et al. [9] reported two types of noise behaviour for their MOCVD grown InAs$_{0.91}$Sb$_{0.09}$/GaAs diode structure. At low frequencies they observed a dominating 1/f noise that they attributed to non-optimised contacts. At higher frequencies they inferred noise due to generation-recombination processes.

In this paper the influence of the various surface passivation recipes tried in this study on the reverse bias dark current is examined for a photodiode based on a p-i-n structure grown by LPE and nearly identical data was found for their MOCVD grown InAs$_{0.91}$As$_{0.09}$/GaAs diode structure. At low frequencies they observed a dominating 1/f noise that they attributed to non-optimised contacts. At higher frequencies they inferred noise due to generation-recombination processes.

Podlecki et al. [9] reported two types of noise behaviour for their MOCVD grown InAs$_{0.91}$Sb$_{0.09}$/GaAs diode structure. At low frequencies they observed a dominating 1/f noise that they attributed to non-optimised contacts. At higher frequencies they inferred noise due to generation-recombination processes.

In this paper the influence of the various surface passivation recipes tried in this study on the reverse bias dark current is examined for a photodiode based on a p-i-n structure grown by LPE and nearly identical data was found for their MOCVD grown InAs$_{0.91}$As$_{0.09}$/GaAs diode structure. At low frequencies they observed a dominating 1/f noise that they attributed to non-optimised contacts. At higher frequencies they inferred noise due to generation-recombination processes.

In this paper the influence of the various surface passivation recipes tried in this study on the reverse bias dark current is examined for a photodiode based on a p-i-n structure grown by LPE and nearly identical data was found for their MOCVD grown InAs$_{0.91}$As$_{0.09}$/GaAs diode structure. At low frequencies they observed a dominating 1/f noise that they attributed to non-optimised contacts. At higher frequencies they inferred noise due to generation-recombination processes.

In this paper the influence of the various surface passivation recipes tried in this study on the reverse bias dark current is examined for a photodiode based on a p-i-n structure grown by LPE and nearly identical data was found for their MOCVD grown InAs$_{0.91}$As$_{0.09}$/GaAs diode structure. At low frequencies they observed a dominating 1/f noise that they attributed to non-optimised contacts. At higher frequencies they inferred noise due to generation-recombination processes.

In this paper the influence of the various surface passivation recipes tried in this study on the reverse bias dark current is examined for a photodiode based on a p-i-n structure grown by LPE and nearly identical data was found for their MOCVD grown InAs$_{0.91}$As$_{0.09}$/GaAs diode structure. At low frequencies they observed a dominating 1/f noise that they attributed to non-optimised contacts. At higher frequencies they inferred noise due to generation-recombination processes.

In this paper the influence of the various surface passivation recipes tried in this study on the reverse bias dark current is examined for a photodiode based on a p-i-n structure grown by LPE and nearly identical data was found for their MOCVD grown InAs$_{0.91}$As$_{0.09}$/GaAs diode structure. At low frequencies they observed a dominating 1/f noise that they attributed to non-optimised contacts. At higher frequencies they inferred noise due to generation-recombination processes.

In this paper the influence of the various surface passivation recipes tried in this study on the reverse bias dark current is examined for a photodiode based on a p-i-n structure grown by LPE and nearly identical data was found for their MOCVD grown InAs$_{0.91}$As$_{0.09}$/GaAs diode structure. At low frequencies they observed a dominating 1/f noise that they attributed to non-optimised contacts. At higher frequencies they inferred noise due to generation-recombination processes.

In this paper the influence of the various surface passivation recipes tried in this study on the reverse bias dark current is examined for a photodiode based on a p-i-n structure grown by LPE and nearly identical data was found for their MOCVD grown InAs$_{0.91}$As$_{0.09}$/GaAs diode structure. At low frequencies they observed a dominating 1/f noise that they attributed to non-optimised contacts. At higher frequencies they inferred noise due to generation-recombination processes.
also served to define the front illuminated optical area with a 4 mm diameter.
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Figure 1: The InAsSb diode structure.

2.2 Current-versus-voltage measurements

All I-V measurements were done under dark room conditions. The I-V characteristics were measured using an Agilent 1500A parameter analyser. For room temperature measurements the I-V curve was measured from -1.5 V to +1.5 V with the current limited to 3 mA. For measurements at 77 K the output voltage was swept from -1 V to + 1 V with the current limited to 100 μA.

2.3 Electro-optical measurements

The relative responsivity was measured using a Nernst glow source. This source radiates a blackbody spectrum. By placing a monochromator in the optical path, specific wavelengths can be selected. The light from the monochromator was directed unto an optic table which reflected 30% of the signal to a reference detector and 70% to the processed InAsSb detector.

The reference detector was a ZnSe pyroelectric detector with a wavelength independent responsivity, in the range 1.2 μm to 14 μm. Due to the wavelength dependence of the monochromator throughput, the signal from the detector under test was normalised against the output from the reference detector.

In order to do absolute responsivity measurements, the diode structures were mounted inside experimental dewars, each with a sapphire window, yielding an average transmission of 80% within the applicable wavelength region (i.e. 2.3 to 4.8 μm). The dewars were evacuated to a pressure below 2 x 10^-2 mbar. The 20% signal loss was compensated for in the calculations of the responsivity values.

The detector was set to view a 1000 K blackbody source. A chopper blade in the optical path modulated the signal at 2 kHz. The detector output was amplified by a low noise transimpedance amplifier with a gain of 1 MΩ and measured with an HP3561A dynamic signal analyser. To perform noise measurements the detector was positioned to view a blackbody at room temperature, with an emissivity of greater than 0.9.

3. EXPERIMENTAL RESULTS

Infrared photodiodes were processed on InAs_{0.91}Sb_{0.09} as described in section 2.1. Four sets of diodes were processed, using each of the three anodisation procedures as well as an unpassivated reference detector. The relative responsivity measurements are shown in figure 2. Measurements were done on the untreated sample as well as the Na$_2$S treated sample, yielding identical results. The measured relative response results correspond very well to that of Remennyi et al. [14]. The detector spectral response yielded a short wavelength 50% cut on at 3.3 μm and a long wavelength 50% cut off at 4.3 μm.

![Graph](image)

Figure 2: Measured relative response.

Current-versus-voltage (I-V) curves were measured on the four devices in order to investigate the influence of the various surface passivation techniques on the reverse bias dark current of the detectors.

The I-V curves measured on the InAs_{0.91}Sb_{0.09} diodes, measured at room temperature in darkroom conditions, are displayed in figure 3. It can be seen that at room temperature the devices are rectifying.

The turn-on voltage (forward bias) of the diode is shown to be very sensitive to the anodizing solution used. This could be the quality of the anodization layer influencing the surface resistance and thus having an effect on surface leakage currents.
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Figure 3: Current vs. voltage characteristics measured at 300 K.

Specific parameters extracted from the I-V curves measured at room temperature for the various surface passivation treatments are presented in table 1. The parameters measured on a device that had no surface passivation treatment are shown as a reference. It is evident that at room temperature the best zero bias resistance (1270 ȍ) was achieved for the sample anodised in KOH. For this device, the lowest zero and reverse bias dark current values are also obtained. Up to a reverse bias of 190 mV all three anodisation treatments seem to reduce the dark current values. For larger reverse bias voltages the (NH₄)₂S passivation yields a dark current slightly larger than that of the reference sample.

Table 1: Device parameters extracted from current vs. voltage measurements at 300 K. Detector current measured at zero bias voltage, I₀, the detector current measured at 0.20 V, I₋0.200mV and the detector current measured at 0.40V reverse bias voltage, I₋0.400mV, are shown.

<table>
<thead>
<tr>
<th>Passivation</th>
<th>Rₚ [ȍ]</th>
<th>R₀V [ȍ]</th>
<th>I₀ [nA]</th>
<th>I₋0.200mV [µA]</th>
<th>I₋0.400mV [µA]</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>72</td>
<td>350</td>
<td>115.0</td>
<td>292.0</td>
<td>694.0</td>
</tr>
<tr>
<td>KOH anodising</td>
<td>74</td>
<td>1270</td>
<td>42.1</td>
<td>92.3</td>
<td>199.0</td>
</tr>
<tr>
<td>Na₂S anodising</td>
<td>98</td>
<td>824</td>
<td>95.1</td>
<td>165.0</td>
<td>456.0</td>
</tr>
<tr>
<td>(NH₄)₂S anodising</td>
<td>202</td>
<td>1000</td>
<td>55.9</td>
<td>297.0</td>
<td>882.0</td>
</tr>
</tbody>
</table>

The dark I-V curves measured on the InAs₀.91Sb₀.09 diodes at 77 K, are shown in figure 4. Again rectifying behaviour is observed and the reverse bias dark current of the detectors are significantly smaller than at room temperature, due to a reduction in thermally generated carriers.
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Figure 4: Current vs. voltage characteristics measured at 77 K.

Specific parameters extracted from the I-V curves measured at 77 K, after various surface passivation treatments, are summarised in table 2. At 77 K the highest zero bias resistance (28.5 MΩ) and the lowest zero bias current (4.7 pA) are achieved for (NH₄)₂S passivation. Only for a reverse bias larger than 500 mV does the Na₂S surface passivation yield a lower detector current. All three anodisation treatments result in reduced dark currents as well as lower differential resistance.

Table 2: Device parameters extracted from current vs. voltage measurements at 77 K. Detector current measured at zero bias voltage, I₀, the detector current measured at 0.20 V, I₋0.200mV and the detector current measured at 0.40V reverse bias voltage, I₋0.400mV, are shown.

<table>
<thead>
<tr>
<th>Passivation</th>
<th>Rₚ [ȍ]</th>
<th>R₀V [MΩ]</th>
<th>I₀ [nA]</th>
<th>I₋0.200mV [µA]</th>
<th>I₋0.400mV [µA]</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>115</td>
<td>0.02</td>
<td>10.7</td>
<td>40.8</td>
<td>100.0</td>
</tr>
<tr>
<td>KOH anodising</td>
<td>148</td>
<td>0.3</td>
<td>3.2</td>
<td>9.2</td>
<td>25.9</td>
</tr>
<tr>
<td>Na₂S anodising</td>
<td>134</td>
<td>18.4</td>
<td>0.08</td>
<td>0.1</td>
<td>1.9</td>
</tr>
<tr>
<td>(NH₄)₂S anodising</td>
<td>379</td>
<td>28.5</td>
<td>0.005</td>
<td>0.1</td>
<td>1.9</td>
</tr>
</tbody>
</table>

Responsivity, noise and detectivity measurements were performed in order to investigate the influence of the various surface passivation treatments on the electro-optical performance of the devices.

Resposivity, noise and detectivity measurements were performed in order to investigate the influence of the various surface passivation treatments on the electro-optical performance of the devices.

The electro-optical parameters measured at 300 K are summarised in table 3. Performance parameters are compared as a result of the various surface passivation treatments. At room temperature the highest D*
(detectivity) is observed for the Na$_2$S anodisation ($1.0 \times 10^9$ cm$^2$Hz$^{0.5}$W$^{-1}$). For this sample, the lowest noise was also achieved ($3.9 \times 10^{-12}$ AHz$^{-0.5}$). The unpassivated sample has the worst noise current and the lowest $R_{0A}$ value.

### Table 3: Influence of surface passivation on the electro-optical performance of the photodiode. Measurements were performed at 300 K.

<table>
<thead>
<tr>
<th>Passivation</th>
<th>$R_{0A}$ [$\Omega$ cm$^2$]</th>
<th>$I_{noise}$ [pA Hz$^{-0.5}$]</th>
<th>$R$ [mA/W]</th>
<th>$D^*_{BB}$ [cm$^2$Hz$^{0.5}$W$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>44</td>
<td>6.3</td>
<td>12.0</td>
<td>7.6 x 10$^8$</td>
</tr>
<tr>
<td>KOH anodising</td>
<td>160</td>
<td>4.8</td>
<td>2.1</td>
<td>1.8 x 10$^8$</td>
</tr>
<tr>
<td>Na$_2$S anodising</td>
<td>104</td>
<td>3.9</td>
<td>10.0</td>
<td>1.0 x 10$^9$</td>
</tr>
<tr>
<td>(NH$_4$)$_2$S anodising</td>
<td>126</td>
<td>5.9</td>
<td>7.1</td>
<td>4.4 x 10$^8$</td>
</tr>
</tbody>
</table>

The electro-optical parameters measured at 77 K are summarised in table 4. The sample passivated in Na$_2$S yielded the highest $D^*$ value at $1.1 \times 10^9$ cm$^2$Hz$^{0.5}$W$^{-1}$, with a noise current value of $3.7 \times 10^{-13}$ AHz$^{-0.5}$. The lowest noise current ($2.4 \times 10^{-13}$ AHz$^{-0.5}$) and the highest $R_{0A}$ value ($3.6 \times 10^6$ $\Omega$ cm$^2$) were measured for the (NH$_4$)$_2$S anodisation. All three anodisation treatments seem to improve the noise current by a factor of ~4 compared to that of the reference sample.

### Table 4: Influence of surface passivation on the electro-optical performance of the photodiode. Measurements were performed at 77 K.

<table>
<thead>
<tr>
<th>Passivation</th>
<th>$R_{0A}$ [k$\Omega$ cm$^2$]</th>
<th>$I_{noise}$ [pA Hz$^{-0.5}$]</th>
<th>$R$ [mA/W]</th>
<th>$D^*_{BB}$ [cm$^2$Hz$^{0.5}$W$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>2.3</td>
<td>1.1</td>
<td>2.7</td>
<td>9.6 x 10$^8$</td>
</tr>
<tr>
<td>KOH anodising</td>
<td>39.2</td>
<td>0.3</td>
<td>0.5</td>
<td>5.2 x 10$^8$</td>
</tr>
<tr>
<td>Na$_2$S anodising</td>
<td>2300</td>
<td>0.4</td>
<td>1.1</td>
<td>1.1 x 10$^9$</td>
</tr>
<tr>
<td>(NH$_4$)$_2$S anodising</td>
<td>3600</td>
<td>0.2</td>
<td>0.4</td>
<td>7.7 x 10$^8$</td>
</tr>
</tbody>
</table>

The fact that the responsivity values are so low is ascribed to the quality of the material. The growth process is still being refined.

### 4. CONCLUSION

It is clear that the diode structure processed in this work displayed current rectification, resulting in a useful device in order to evaluate the success of the chosen surface passivation treatments. Current rectification was obtained at both room temperature as well as at 77 K. All three anodisation solutions resulted in an improvement in the zero bias dark current over that of the reference diode structure. The highest 77 K $D^*$-value ($1.1 \times 10^9$ cm$^2$Hz$^{0.5}$W$^{-1}$) was achieved for the device anodised in Na$_2$S.

At 77 K the detector yielded a higher series resistance value, lower reverse bias dark current and higher differential resistance when compared to the values measured at room temperature. The noise current of the anodised samples was reduced by about an order of magnitude. The $D^*$ values of the KOH and (NH$_4$)$_2$S anodised samples improved by about a factor of 2, while there was very little change in that of the untreated sample and the sample anodised in Na$_2$S. The noise current of the untreated sample improved only by a factor of ~6 when cooled down to 77 K. At room temperature the detectors yielded higher current response values but also higher noise values, thus effectively eliminating the change in detectivity.

The highest detectivity value and the lowest noise current were achieved for the sample that had been treated in Na$_2$S. Thus Na$_2$S seems to be most effective in reducing the surface state density, which agrees with the results obtained from C-V measurements previously reported [18].
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Abstract

This paper reports the effects of the following substrates on the optical, structural and morphological properties of ZnO thin films: Si (100), Si (111), c- and r-sapphire, glass, GaAs and ZnO. The thin films were deposited by low pressure Metal Organic Chemical Vapor Deposition using diethylzinc and tertiary butanol as the zinc and oxygen sources, respectively. X-ray diffraction analysis shows that all the ZnO layers are c-axis orientated. Scanning Electron microscopy reveals similar morphology for all the substrates used, with hexagonal columns having cone shape ends being evident. The photoluminescence spectra are similar, but the various transitions have different relative intensities. It is clear that the different substrates influence neither the orientation of the films, nor the surface morphology, significantly. The photoluminescence hints at larger stacking fault densities in films grown on silicon and glass, however, as evidenced by stronger basal plane stacking fault-related luminescence at \(~3.319\) eV in the relevant low temperature photoluminescence spectra.

Keywords: ZnO, MOCVD, effect of substrates

1. INTRODUCTION

Zinc oxide has attracted much interest in the last two decades because of its wide direct band gap (3.37 eV) and large exciton binding energy of 60 meV at room temperature (300K) [1]. Most recent research on ZnO has focused on its development as an electronic/optoelectronic material, for the manufacture of devices such as light emitting diodes (LEDs) and laser diodes (LDs) [2], piezoelectric transducers [3], optical wave guides, varistor sensors [4], etc. A large body of theory has been developed for a better understanding of the properties of this unique material. For the realization of exciton-based photonic devices, high-quality films are necessary. This has been achieved successfully by different methods, such as molecular beam epitaxy (MBE) [5], magnetron controlled sputtering [6], pulsed laser deposition (PLD) [7], spray pyrolysis [8], sol gel [9], atomic layer deposition (ALD) [10], and Metalorganic chemical vapor deposition (MOCVD) [11]. Among them, MOCVD has proven capable of producing high quality material. Furthermore, this technique yields a high growth rate, superior growth efficiency and large-area uniformity, while in-situ doping is also possible [12].

Several studies have been reported on ZnO grown on different substrates, mainly sapphire (Al2O3) [13], Si [14], GaAs [15], bulk ZnO [16] and glass [17]. Different conclusions were made in terms of the influence of substrate on the properties of ZnO films. For example, Fu et al. [14] reported that the nucleation of ZnO on Si is difficult. The effect of diffusion of the constituents of the substrate was studied for ZnO deposited on GaAs. Bang et al. [15] suggested that GaAs can provide As atoms which can diffuse into the film and act as p-type dopants. ZnO on c-sapphire has been reported to be monocrystalline, with the ZnO c-axis perpendicular to the substrate surface [13]. Growth of ZnO on sapphire is epitaxial, whereas on most of the other commonly used substrates, like Si and GaAs, the films are textured [18].

In this paper the effect of using different substrates on the optical and structural properties of MOCVD ZnO is reported. There are several publications which address the effect of the substrate on MOCVD-grown ZnO films. These studies have compared mainly different orientations of one type of substrate, e.g. c-, r-, a- and m-plane sapphire [19], different orientations of GaAs ((100) versus (111)) [20] or different faces of ZnO (O-face versus Zn-face) [21]. To our knowledge, a comparison of the influence of most of the commonly used substrates for ZnO epitaxy/deposition, namely GaAs, silicon, sapphire and ZnO and their different orientations, has not been reported for the same MOCVD reactor. Clearly further work is required to establish the optimum type and orientation of substrate for high quality ZnO films.

EXPERIMENTS

MOCVD was used to grow ZnO thin films on different substrates in a separate inlet quartz reactor tube, in
order to avoid pre-reactions between precursors. Diethylzinc (DEZn, (C₂H₅)₂Zn) and tert-butanol (TBOH, (CH₃)₃CHO) were used as Zn source and O source, respectively. The DEZn molar flow was kept at 17.2 μmol/min and the DEZn bubbler temperature was kept at 25 °C. The TBOH molar flow rate was 1024.7 μmol/min and the bubbler was kept at 40°C. High purity (5N) argon gas was used to transport the sources to the reactor. The total flow of argon through the reactor was 1.22 l/min. The growth temperature was 380°C and the pressure in the reactor was maintained at 20 Torr. The growth time was 30 minutes, yielding films with thickness between 2 and 4 μm.

All the substrates were degreased in trichloroethylene (5 min), acetone (5 min) and methanol (5 min), then rinsed in de-ionized water and blown dry with nitrogen. The glass, GaAs, ZnO and sapphire substrates were not etched subsequent to degreasing. The silicon surface was etched for one minute in HF:H₂O (1:10) in order to remove the SiOₓ, then rinsed in de-ionized water and blown dry with nitrogen. The sapphire and ZnO substrates were annealed at 900°C in an oxygen environment for 1h, which should result in the formation of atomic steps on the substrate surface. Such steps on the annealed substrate are expected to be favorable for ZnO epitaxy [22].

The growth experiments were performed in two growths run. The reactor geometry allowed placement of only four substrates on the graphite susceptor. The first growth run was performed on glass, GaAs and the two orientations of silicon, while deposition on the other four substrates took place in the second growth run.

The crystalline quality of ZnO films was determined by X-ray diffraction using Cu Kα radiation (λ = 0.154056 nm). The surface morphology of the samples was studied using a Philips XL30 scanning electron microscope (SEM). Low temperature photoluminescence was used to study the optical properties of the different samples. The PL was excited with a 325 nm line of a He–Cd laser, while a Hamamatsu R3896 photomultiplier tube was used for detection. A closed-cycle He cryostat was used to cool down the samples.

2. RESULTS AND DISCUSSION

3.1 Structure

Fig. 1 shows the normalised XRD patterns of ZnO thin films on different substrates. Only the (0002) peak of ZnO is observed in each case, showing preferred c-axis orientation of the layers. The dominance of the (0002) ZnO peak for all substrates indicates that the substrate type and orientation do not influence the orientation of the films. Van Drift reported that even in the absence of epitaxy, the preferred film orientation can often be explain by the evolutionary selection rule, which states that the fastest growing crystallographic plane will dominate other planes and thus determine the final orientation [24]. The insert in Fig. 1 shows the full-width at half-maximum (FWHM) of the films. The FWHM has been extracted by doubling the half-width at half-maximum, measured on the low-angle side of the lines. This was done in order to minimize the influence of overlap between the Kα₁ and Kα₂ peaks.

The XRD peak width is inversely proportional to the grain size, according to Scherrer’s formula [24]. The average grain sizes obtained from this formula range between 46 nm for GaAs substrate and 78 nm for ZnO (O) substrate.

Figure 1: Normalized XDR spectra of ZnO films grown on different substrates.

3.2 Morphological analysis

In Fig. 2 the surfaces of the ZnO films grown on the various substrates are shown. The morphologies are similar, with hexagonal columns having cone shaped ends being evident. In all cases these columns are roughly perpendicular to the substrates, as shown in a cross-sectional SEM view for one of the samples in Fig. 3. The observed columnar growth is a result of the high growth rate along the c- axis of ZnO [24] and correlates well with the preferred c-axis orientation of the grains seen in XRD spectra. The average diameter of the columns is largest for growth on GaAs (100) substrate, which appears to differ from the XRD results. However, it is worthwhile mentioning that XRD gives an estimation of the grain size, while the crystals observed by SEM are probably not single crystalline. The narrowest columns are observed for ZnO films on glass and Si (111) substrate. Wider, but similar, columns are observed for growth on ZnO, Si (100) and sapphire.

It is interesting to note that the trends in the microstructure (deduced from XRD) and in surface morphology (from SEM) do not track each other in terms of substrate type or orientation, nor in terms of lattice mismatch. The lattice mismatch between ZnO and the various substrates varies hugely: GaAs has the

![Graphical representation of XRD patterns and morphological analysis](image-url)
biggest lattice mismatch with ZnO (42 %), Si (100) and Si (111) are mismatched by 40 % and 16 %, respectively, while c- and r-sapphire have atomic spacings that are 18 % and 1.6% respectively, larger than that of ZnO. One would expect grain size (and columnar width) to correlate roughly with lattice mismatch, in the sense that lower mismatch should yield a tendency for the formation of single crystalline, epitaxial films. It seems plausible that, given the rather large lattice mismatch with most substrates used here, the microstructure is not determined by mismatch, but that other factors such chemical bonding across the interface, residual oxides, substrate morphology, etc. should be taken into account.

3.3 Photoluminescence

Fig. 4 shows the normalized low temperature PL spectra collected at 11K. The PL spectra are qualitatively similar, i.e. the same transitions are observed, but with different relative intensities. The near band-edge emission (NBE) is dominated by donor bound exciton recombination (D°X) around 3.359 eV. The free exciton (FX) appears in some of the sample at 3.374 eV which hints at a relative low defect/impurity concentration in these samples. The insert in Fig. 4 shows a fit of the NBE of the ZnO/GaAs film. Different lines at 3.3649 eV, 3.3624 eV, 3.3596 eV and 3.3568 eV are distinguished. These have been intensively studied by many groups. Meyer et al. [16] assigned lines at 3.3624 eV, 3.3596 eV and 3.3568 eV to hydrogen, gallium and indium, respectively. The line at 3.3649 eV has been ascribed to Zn by Sann et al. [26]. The FWHM of the dominant line is ~2.2 meV at 11 K, compared to 1.1 meV (at 2.1 K) reported for MOCVD-ZnO by Kirchner et al. [27]. The small FWHM found here also indicates a relatively high quality of our layers.

The peak at 3.319 eV has been identified as free-to-bound (e, A°) transitions of electrons in the conduction band with holes localized at relatively shallow acceptor states, which are associated with basal plane stacking faults [28]. In ZnO films a high density of stacking faults are often present due to either a translation of the crystal lattice along three equivalent close-packing directions in the (0001) plane or by condensation of vacancies or interstitials to form dislocation loops accompanied by partial dislocations [28]. The peak at 3.305 eV has been ascribed to donor–acceptor pair (DAP) emission, involving the same acceptor as the (e, A°) [28]. The higher intensity of the (e, A°) transition for ZnO grown on glass, Si (111) and Si (100) implies a higher concentration of stacking fault-related acceptors for these substrates. It is tempting to relate the higher density of stacking faults deduced for glass and both orientations of silicon substrate to the amorphous nature of SiO₂. It seems likely that the silicon surface oxides during the annealing step (in the presence of TBOH), yielding an oxide similar in nature to glass. It is expected that nucleation and subsequent
evolution of the ZnO will be similar in these three cases. What is not understood at present is the influence of the different substrates on the lateral dimensions of the final columnar structures. Transmission electron microscopy studies are under way to investigate the microstructure as ZnO films on the different substrates as function of thickness and substrate anneal temperature prior to growth.

3. CONCLUSION

ZnO thin films were deposited on different substrates: Si, Glass, ZnO and Al2O3 by metalorganic chemical vapor deposition and the structural, morphological and optical properties have been studied. All the substrates yielded a strong degree of c-axis orientation, with grain sizes (deduced from XRD) being largest for ZnO, sapphire and Si (100) substrate. The surface morphologies were qualitatively similar, with GaAs yielding the largest hexagonal columns (up to 1 μm in diameter). The low temperature PL spectra were also qualitatively similar, although it could be deduced that growth on glass and silicon (both (100) and (111)) yielded higher stacking fault densities in the ZnO films.
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Abstract: We present high aspect ratio 3D solenoidal micro coils manufactured in a serial, high speed and fully MEMS compatible winding procedure using an automatic wire bonder. The coils are wound on steel, glass, or polymer cores with a diameter ranging from 100 μm to 1 mm. The applications of these coils are manifold: as semi-integrated inductors for electronics, for energy harvesting purposes, and for sensors and actuators.
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1. INTRODUCTION

The development of 3D high aspect ratio micro solenoids and Helmholtz micro coils proved to be a challenging task for the MEMS community mainly because the traditional microfabrication techniques inherently generate 2D structures. Many groups have focused their research efforts towards obtaining 3D micro coils in the past decade. Peck et al. [1] and Seeber et al. [2] have used a hand-winding technique to produce micro coils by wrapping a wire around a capillary. This procedure is not compatible with batch-fabrication since each coil must be treated individually, with consequences on the yield and reproducibility of the manufactured coils. An interesting but rather complicated technique reported by Rogers et al. [3] involved micro-contact printing combined with a rolling process and subsequent electroplating to define coils around a capillary tube. An innovative approach by Dohi et al. [4] combines surface micromachining and a post-release folding process to create freestanding micro coils. Ehrmann et al. recently reported [5] a MEMS-compatible technology to create micro solenoids and Helmholtz micro coils using three electroplated copper layers and vias through SU-8 isolation layers. While this is a batch-fabrication technique, due to the planar nature of the processes involved, the aspect ratio of the coils, therefore their 3D character is rather limited.

We have has recently reported [6] a method to fabricate coils with sub-millimeter dimensions on PCB substrates exploiting the unique capabilities of an automatic wire bonder. However, this is not compatible with wafer-scale fabrication, therefore unsuitable for MEMS applications. Here, we report a fully MEMS-integrated process for micro coil fabrication using the automatic wire bonder in conjunction with traditional microfabrication techniques: CrAu evaporation on Si or Pyrex substrate together with UV photolithography is used to define the metal pads for coil winding. Cylindrical posts to support the micro coils are defined using thick SU-8 photolithography. Although the wire-bonder based technique to manufacture the micro coils is a serial technique, it is compatible with the previously mentioned standard batch-fabrication techniques due to the fact that it is very fast and reproducible.

In addition to this cleanroom process, we introduce a PCB based technology as a substrate for the coils. In the following these two aspects are described in more detail.

2. MICRO COIL WINDING

Modern automatic wire bonders allow the user to define 3D coordinates, to which the bondhead moves consecutively. Our method for solenoidal coils is the following: we locate the first contact (“ball”) next to a core and move circularly around the core whereas the wire plastically deforms to the core’s shape. The trajectory then is terminated with the second (“wedge”) bond. A schematic of the used trajectory is shown in Figure 1.

The method eliminates the loose wire end issue of other winding methods, and hence the need for manual resoldering of the micro coils.

![Figure 1: Wire bond trajectory.](image-url)
We are thus able to wind large arrays of 3D micro coils in an easy and reproducible process with an accuracy of better than 3 \( \mu \)m, taking 200 ms to wind a single coil. We use insulated gold wire (X-Wire\textsuperscript{TM} from Microbonds) with a diameter of 25 \( \mu \)m.

Figure 2 is a microscope photograph taken during the coil winding process.

![Figure 2: Capture of the wire bonder head in movement during the micro coil winding process.](image)

### 3. SUBSTRATE PROCESSING

In this paper we present two possible substrates for micro coils: a printed circuit board (PCB) with metal or glass cores, and a fully MEMS compatible process with Pyrex or silicon wafers and SU-8 cores.

The first approach is based on PCB technology: A 1 mm thick PCB with the necessary holes and gold pads was commercially fabricated [7]. Coil cores with a total length of 3 mm were glued into the holes in the PCB, so the length of the cores above the PCB is 2 mm. Two different coil core materials were used: iron cores and hollow glass cores. Iron cores were manufactured by EDM (electrical discharge machining) erosion. The glass cores were sawed. The diameter of both cores was 1.0 mm. In Figure 3 photos of a coil array with iron cores and glass cores, respectively, is shown. The non-insulted gold bond wire is 28 \( \mu \)m thick. In order to avoid short-circuits a pitch of 25 \( \mu \)m was introduced separating the windings form each other. The number of windings is thus mainly defined by the wire diameter, the pitch, and the height if the posts.

![Figure 3: PCB board with an array of coils around Fe-metal cores (a) and hollow glass cylinders (b).](image)

In the second approach we first have to define the metal pads for the connection of the wire ends of the micro coils: a chromium/gold layer of 50/500 nm thickness was evaporated on the substrate. AZ 1518 photoresist was UV patterned and the chromium/gold metal was subsequently wet-etched to define the pads.

For polymer cores a thick photoresist, SU-8, was deposited onto the substrate and lithographically structured with high aspect ratio. We were able to fabricate structures with a diameter down to 100 \( \mu \)m and a height of up to 650 \( \mu \)m, resulting in an aspect ratio of 6.5:1.

In figure 4(a) a large array of micro coils wound around SU-8 posts with diameters from 1000 \( \mu \)m (upper line) to 200 \( \mu \)m (bottom line) is pictured. Figure 4(b) shows a side view of a micro coil with 150 \( \mu \)m diameter and 15 windings. The SU-8 post is 650 \( \mu \)m high. Here, we used insulted wire of 25 \( \mu \)m thickness.

![Figure 4: Micro coils around SU-8 cores.](image)

Figure 5 shows an overview of the process steps of the wire bonded coils around SU-8 structures.

![Figure 5: Process flow.](image)

### 4. MEASUREMENT RESULTS

With the micrometer positioning precision of the wire bonder head, we have good control over each axis. In particular, the z-axis movement can be used to start the coil winding process at different heights. Figure 6 shows coils produced with different z-start heights. In figure 6(a) the starting height was 50 \( \mu \)m, what is the minimal z-start height. In figure 6(b) the start is 350 \( \mu \)m.

The pictures show that the angle of the wire between the ball and winding is almost 90° in both cases. In the case of larger starting heights, the first winding is needed to reach the desired height. Afterwards the coil is wound regularly.
For electrical characterization of the coils we used an Agilent E4991A impedance analyzer. The measured real and imaginary part of the complex impedance $Z$ correspond to the resistance $R = \text{real}(Z)$ and the inductance $L = \text{imag}(Z)/\omega$ of a straight forward R-L series inductor model, where $\omega$ is the angular frequency. The quality factor $Q$ of a coil described by this model is given by $Q = \text{imag}(Z)/\text{real}(Z)$.

In Figure 7 the measured data for an example coil with a diameter of 100 $\mu$m, 5 windings, and a pitch of 50 $\mu$m manufactured on a glass substrate is shown. The inductance is constant at 41 nH in this frequency range. The resistance increases due to skin and proximity effects. The quality factor at 400 MHz is 41.

5. CONCLUSION

We have manufactured coils on iron, polymer, and glass cores. Iron and glass cores were up to 2 mm high with a diameter of 1 mm, polymer cores up to 650 $\mu$m tall with a minimal diameter of 100 $\mu$m. These small cores carry up to 15 windings of 25 $\mu$m diameter gold wire.

The introduced production method for micro coils is not only compatible with standard micro manufacturing processes, we also believe that it is competitive with SMD technology. The possibility of adapting the inductance by the free choice of the number of windings as well as the relatively free choice of the core diameter, combined with the fact that no subsequent soldering is required, offer a flexibility and a semi-integration level which provides a tremendous advantage for microelectronics, RF technology, measurement technique, and sensors.
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